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PREFACE

Dear Distinguished Delegates and Guests,

It is my pleasure to welcome everybody at MITS for the National
Conference on Advanced Communication Systems & Applications, held on
June 25th & 26th 2013 organized by the Department of Electronics &
Communication Engineering, MITS, Madanapalle with the support of TEQIP-
Il. The main goal of the conference is to provide scientific forums for sharing
of knowledge through discussions in Nationwide.

Now a days the research is on multi-disciplines rather than on single
area. This National Conference provides a common platform for all the
academicians, researchers and executives from industry to share their
innovative ideas in multi-disciplines at a time. This conference provides
opportunity for academic staff, research scholars and industrialists to present
their research works and is a stage for exchange of new ideas in the fields of
Science & Technology.

We have invited research papers from various streams like
Communication systems, Embedded & VLS| Technology, Signal Processing,
Robotics & Automation, Security Protocols and Encryption systems, Wi-Max,
Wi-Fi, Bluetooth & Zig Bee, Mobile cellular system, Smart Antennas and
Satellite Communications. | am very glad to observe that the response is
tremendous from various individuals from different places. Our technical
team has been selected 41 quality papers after pear review and plagiarism
check for the presentation in the National Conference-Advanced
Communication Systems & Applications. | congratulate the selected
participants, for their contribution to present their research papers at this
knowledge hub.

| am very much thankful to the management for their continuous
encouragement and support in organization of such events. | am expressing
my heartfelt thanks to the Principal, TEQIP-II Coordinator, Head of the Dept.
ECE and my colleagues who contributed their support in organization of this
National Conference with a grand success.

With best regards
Dr. D. Asha devi

Program coordinator




MESSAGE

JAWAHARLAL NEHRU TECHNOLOGICAL UNIVERSITY ANANTAPUR
(Established by Govt. of A.P,, Act. No. 30 of 2008)
ANANTAPUR - 515 002 (A.P.) INDIA

Dr. K. LAL KISHORE PHONE : + 918554 272438
FAX  :+ 918554 272436
M.Tech., Ph.D. .
MIEEE, FIETE, FIE, MISTE, MISHM. MOBILE : 9177453444

e-mail : ve@jntua.ac.in
VICE - CHANCELLOR R 4 lalkishorek@yahoo.com

Globalization of technical education and technology development is
forcing the engineers, academicians and research scholars to concentrate on
latest trends in technology and update their knowledge. For this, a platform is
required, such as conference or workshop to interact with each other among
various academicians, researchers and industry experts. MITS is able to
provide such platforms to the faculty, research scholars and PG students by
organizing this National Conference - “Advanced Communication Systems &
Applications” with the co-operation of the management and staff members. |
appreciate the program coordinator and everyone who is participating and
showing enthusiasm in organizing this National Conference. | wish the event

a grand success.

[Prof. K. Lal Kishore]




MESSAGE

Sri. N. Vijaya Bhaskar Choudary
M.Com, (Ph.D.)

Secretary & Correspondent

It's my absolute pleasure, getting you through this quote, to excel in your
research fields. | take this opportunity to establish the concern HOD and his
team of Faculty, an embodiment of enthusiasm who launched this meet to
warm you up intellectually superior and to committable destination. | am
nostalgic to have perceived the enhanced success this year. It is with the
support of such workmanship that rendered their renewable energy to reach

outto a wide and diversified success.

“Taking technology for students and making students for technology” is
the motto of MITS ever since from its inception. This National Conference will
show a better path for academicians, PG & research scholars to integrate
modern learning tools and provide ample opportunity to fulfill their career
needs. Here with, | extend my warm wishes and accolades to all of them who
struggled to see this program at the apex level and aspire to several such

platforms for students to kindle their scientific temper.
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Sri. N. Krishna Kumar
M.S (U.S.A)

Chairman

Ensuring you that this assertion is absolutely true, | would like to extend my
gesture of appreciation to my well-knit team of the organization. This
National Conference helps you to develop on research focus for which the
organization has forged useful links with various renounced software
electronics and life sciences. Companies and industries in the state are
shaping current engineering practices, cutting-edge technologies and
emerging trends in the Industry. It is at this level, this program would be an
ideal platform for PG and research scholars to display their scientific temper,

provides an outlet to the various ideas and postulates that churning success.

In the present sophisticated world of opportunities, at the best of times
and in the best of context, we are there to strengthen such programs that
empowers work ambience and gets perfect platform to those who want to

grow and be in the forefront of the Industry. | wish you all the very best.




MESSAGE

Dr. K. Sreenivasa Reddy

B.Tech., M.E., Ph.D. MISTE, FIE, MIAENG

Principal

This National Conference is intended to bring out a platform for PG
scholars, research scholars, academicians and industry experts to exhibit their
knowledge and research abilities in the area of Electronics and
Communication Engineering. The technological information dissemination to
public is the key factor in bringing concerned people and department
together. The department of Electronics and Communication Engineering is
contributing best of its efforts in development of technical temper by
conducting this National Conference. | wish success to all the participants by

providing the platform for them to present the research papers.




MESSAGE

Dr. A. R. Reddy

Professor & Head
ECE Department

Developments in Electronics and communication are very important for
the progress of the country. Government of India has already released
National Electronics Policy — NEP2020 for establishing manufacturing clusters
and research centers of excellence. The NEP2020 provides the stimulus for
the growth of electronics in the country and provides huge employment
opportunities.

MITS, Madanapalle is one of the recognized research centers by INTUA,
Ananthapur and ideally positioned to conduct a National Conference with the
sponsorship from TEQIP-II. The proposed National Conference on “Advanced
Communication Systems & Applications” is the right step to usher in research
developments at MITS, Madanapalle. This platform enables to present the
best papers and exchange ideas to conduct research by research scholars,
faculties and scientists spread across the country. Research papers of several
topics are scheduled for the presentation. The major topics covered in the
conference are Communication systems, Embedded & VLS| Technology,
Signal Processing, Security Protocols and Encryption systems, WiMax, Wi-Fi,
Bluetooth, ZigBee, Mobile cellular system, Satellite Communications, 3G, 4G,
LTE and Radar systems.

| wish all the participants a fruitful presentations and cordial discussions
at this event.
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Implementation of Genetic Algorithm for the Power consumption in
Design of VLSI circuits

N /ABSTRACT
G.Sujathal

Assistant Professor
Department of ECE|, | component design contradictory influence on the whole Output circuits.

Space, power and speed are important issues in VLSI design and Circuit. The

Yogananda Institute of | optimization of the power loss can achieve by compromising various compgnents.
Technology&Science _ _ o . _
Tirupati A.P, India Consumption VLSI (as in multipliers) and dependent data. In this article, an attempt

Email Id: was made ??to test different design methods and propose a modular approach to
sujathagandela@yahoo.cqm| energy optimization. It should be noted that the Design is based on an algprithm
and to reduce the switching input of the gate dramatically activity and, as Calise a

reduction in multiplier energy consumption.
Dr.Narayanam Balaji

Professor,department of
ECE, JNTUK
UniversityCollege of
Engineering
Vijayanagaram, A.R. | keywords
India,

Email 1d: Genetic Algorithm, Booth Multiplication, Power Optimization.

narayanamb@redlﬁmall.cﬁ m \_

[.INTRODUCTION circuits, when testing the multiplier used to study various

. T . . approaches.
Reducing power dissipation is an important problem in the

VLSI design. The desigh parameters have conflictinH-A DYNAMICS OF POWER CONSUMPTION

effects on the overall system performance. Depending qthe |oss of power in VLSI circuits based on three main
the component, and based on approaches, differesurces of power that is necessary to load or unload a
optimization techniques can be accepted. For example, théde. The power loss due to the output transition power
power Consumption multiplier data dependent contributgissipation and due to leakage current. Thus, improvements
more switching activity gate Consumption. The gate circugan be made by the combination of design issues.
activity can be optimized by taking different combinationspyer Consumption can be given by connecting Equation:
Door switch activity can be reduced by using different )

algorithms. For example in Size design method Multiplication R=CeVa Eq-1
influence performance Consumptions used. Multiplier iWhere,

addition to primary method school bit multiplication, as Boott]D = Power consumed by a single gate

algorithm and modified algorithm can be used for efficient °
propagation. f = Average operating frequency of the gate

Design at the gate of the circuit can be used t€< = Switching capacitance of the gate
determine different combination circuit and the associategz
energy consumption. Genetics Algorithm can be used™

effectively to explore more combining circuits. Different (Eq-2) is obtained from (Eq—lfor any number
paper survey approaches energy consumption in VLSf gates in the chip.

Power supply voltage

- National Conference Proceedings : Advanced Communication Systems and Applications




P, = Nszchzd ______ Eq -2 can be obtained by appropriate Arrangement of transistors,

. S0 late incoming signals are closer to r he del
Where N f , represent the total number of b|tSO ate inco g signals are closer to reduce the delays

operations per second exit.

POWER DISSIPATION ESTIMATION Another approach to reduce the power size of the

In logical circuits, power consumption information on eackgr'd’ which was considered as significant effect on the

transfer and inherent system are sending in queries. Wheigcuit delay and the loss of power. By increasing the size
R is the transmission rate for a given architecture, and thg gate of transistors within the given gate can be reduced,

lower limit of this rate can be determined, which are thuﬁut on the other hand, due to the power dissipated in the
not used to estimate the power dissipation. Various digit ; ] d. Theref imal
architectures have the same function can also sent differétit®" manu acturing increased. Therefore, an optima

information transfer speeds, and different transmissioRalance can be achieved by sizing the transistors
capacity. Channel Capacity can be specified by: appropriately. One method is to calculate the loss at each

C=I:I092[1+SNR(1‘ )]df ______ Eq -3 gate in the circuit, the Adjuster grid corresponds to the

. . , . N amount of Door can be slowed without affecting the critical
Where SNR is the signal-to-noise ratio. Significant g

transmission capacity should be greater than or equal @2y Of the circuit. Alternatively, in various sub circuits
A. The overall noise and the performance of digital circuisofter than zero sub circuits are used and the size of

are the function of a Signal strength, temperaturransistors is reduced until the set is zero, or reach a
semiconductor Real estate, etc. However, the power Iossr%?nimum size transistor

mainly due to ground bounce. Lowest related power loss

can transfer information that can be calculated by Channél. COMBINATIONAL GATE LEVEL DESIGN
capacity. R is required Transmission of information, W is ) o o

its bandwidth sigma noise power and C is the Channd the design of gate level circuit, different combination of

capacity. Using (equation 3) and (equation 4), the lowdpgic gates can produce the same output circuit, but
limit of the power loss can give that: different Value of the energy consumption. Road balancing
the separation and do not care optimization can be used to

HR 2
Pys/iner =C 186, W — . . . .
D2/minser ==L =o\n % NTT e Eq—4 optimize Consumption. Balancing path can be attained by

II.B. DATA DEPENDENT POWER OPTIMIZ- the avoidance deceleration at each input Gate.
ATION Genetic algorithms can be used to determine

The complexity of the data contributes to the Gate switchingferént combinations of doors and energy consumption
input type in the circuit. Through Adoption of the can be formulated developing the fitness function. Coello.

computationally efficient algorithm Components of theal. [3] proposed the design of combinatorial Logic circuit
circuit design grid Stage can be reduced. The survey ghsed on the genetic algorithm. According to the definition

the different designs and arithmetic representations coug} the development program chromosomes for various

reduce variations in performance. The model can be built . . , .
. . combinations of logic Circuits designed with cross-over
to simulate the energy consumption.

_ _ _ and Mutation. This approach is more efficient (in some
By applying a standard simulation model and

comparison with optimum improved design Component cancenaros and constraints) as human designers such as
be found. Gate switching in all initial states and all entrie¥arious restrictions topic will be developed circuit design
can simulation to analyze the electricity consumption atitness function.

each option._Account of the data dependency is u§eful in To reduce genetic algorithm Number of goals, the
the complexity of the design of the door. Order of inputs . . ,

for the gate affects both power and deceleration. Analyze%ssouated reduction Energy consumption, as the work of
[1] methods describe the optimization of the power and¢oello and. al. [2] shows two bit adder and 2-bit Multiplied
or the delay of logic gates based on transistor substitutiohy a “cardinal” specific [2]; reduction of about 56% in the
Therefore, significant improvements in Power and delayiumber of goals for the circuit can be realized.

National Conference Proceedings : Advanced Communication Systems and Applications -




NUMBER OF GATES VERSUS POWER
SAVING IN CMOS — BASED ON ISCAS-89 For example, a modular approach is shown in (Fig. 1) has

BENCHMARK CIRCUITS [§] proposed that Careful optimization technique considering
300 - various options Design of the multiplier.

IV DISCUSSION

200 | . _ -
Estimate | Select arithmetic

600 - M ultiplicatio representations

500 complexity T

400

200 /—/\/\’/ Selec >r—

200 - Al?qrit_hm_of S'@v‘\jilf‘ctﬁiﬁate
M ultiplication cNhing

100 | activity
0 - Optimum Sorar
power :
1 3 5 7 9 11 13 15 17 19 21 consumption Cgir:ﬁﬂ?;ﬁggn

100k Savings 1% Savings Circuit Design |

(Fig. 1) Modular approach of Multiplier Design

Complexity in digital level combination of different
It byi h ircuits dissi di door Circuits has important implications in forces the loss
tis very obvious that many circuits dissipated in power. In addition to the physical design of the chip it

the_ door, and manufacturing increas_e_d. Thereforg, %hn be optimized by genetic Algorithm by analyzing
optimal balance can be achieved by sizing the transistolS o <tment option; part of the problems on the program

appropriately. One method is to calculate the loss at ea ace. Similarly, the choice of algorithm and Booth Modified

gate in ﬂ;z cireutt, ;he Iadjuzter_ r?”d c?rrre_sponhds tp_tzfooth algorithm can be reduce the energy consumption
amount of door can be slowed without affecting the critical o 1, ata Complexity. It should be noted that in the

delay of the circuit. Alternatively, in various sub — C'rcu'tsmultiplier Circuit the modified Booth algorithm reduces

where softer than zero are used and the size of transist%rﬁergy consumption compared to other Propagation
is reduced until the set is zero, or reach a minimum Sizl’ﬁethods

5% Savings —_— Gates
(Graph-1) Gate Vs Power based on the work of
Jonathan P. Halter and Farid N. Najm8]

transistor.

(Table-1) Power reduction

versus Speed loss

V. REFERENCES

Power Speed Constraints/ [1] S. C. Prasad and K. Roy. “Circuit Optimization for
Reductionin Loss Specifications Minimization of Power Consumption Under Delay
supply vdtage Constraint”. InProceedings of the Int'| Workshop
Leakege Not “Thelogic of design on LowPower Desigrpages 15-20, April 1994.
power reductions reported | Lower loss of o
up to 56% CMOScirauits [2] Coello, Carlos A., Christiansen, Alan D. & Hernandez
use clock gating Aguirre, “Using Genetic Algorithms to Design
lower dynamic force Combinational Logic Circuits.” ANNIE’96. Intelligent
Power losstested Engineering through Artificial Neural Networks,
ISCAS 83 reference Volume 6. Smart Engineering Systems: Neural
cirauits™
8] Networks, Fuzzy Logic and Evolutionary
014V 18times | 0.5-fimgatelength Programming. Edited by Cihan H. Dagli, Metin Akay,
or and static logic [9] C. L. Philip Chen, Benito R. Fernandez and Joydeep
810 times Ghosh. pp. 391-396. November, 1996.
ngﬁgﬂ)gm L L\legtorted __________ [3] Coello, Carlos Artemio Coello. “An Empirical Study
5mW, which is of Evolutionary Techniques for Multi-objective
more than three Optimization in Engineering Design”. Ph.D.
Ordes _ Dissertation, Department of Computer Science,
IOOrAclzlgsd magnitude Tulane University, New Orleans, LA, 1996.
compar ative power [4] H.J. M. Veendrick, “Short-circuit dissipation of static
Equiva ent CMOS circuit and its impact on the design of buffer
Eheic;);nnercial circuits,” IEEE J. Solid-State Circuits, Vol. 19, Aug.,
S%Igutiors,,[ 10, 1984, pp. 468-473.

- National Conference Proceedings : Advanced Communication Systems and Applications




[5] M. Borah, R. M. Owens and M. J. Irwin. “Transistor [9]

[6]

[7]

[8]

sizing for minimizing power consumption of CMOS
circuits under delay constraint. “In Proceedings of
the 1995 International Symposium on Low Power
Design, pages 167-172, April 1995.

K. Y. Chao and D. F. Wong. “Lowpower
consideration in floor plan design. “ in Proceedings of
the 1994 International Workshop on Low Power
Design, pages 45-50, April 1994.

L. Bisdounis, S. Nikolaidis, and O. Koufopavlou,
“Propagation delay and short—circuit power
dissipation modeling of the CMOS inverter,” IEEE

Transaction on Circuits and Systems, vol. 45, pp. 259[12]

270, Mar.1998.

Jonathan P. Halter and Farid N. Najm “A Gate-Level

Leakage Power Reduction Method for Ultra-Low-

Power CMOS Circuits” Custom Integrated Circuits

Conference, 1997., Proceedings of the IEEE 1997,
pp. 475-478.

[11]

Dake Liu and Christer Svensson, “Trading Speed for
Low Power by Choice of Supply and Threshold

Voltages” IEEE Journal of Solid-State Circuits, vol.

28, no. |, January 1993.

[10] Anantha P. Chandrakasan and Robert W. Brodersen,

fellow, IEEE, “Minimizing Power Consumption in
Digital CMOS Circuits” proceedings of the IEEE,
vol. 83, No. 4, April 1995.

Dake Liu and Christer Svensson, “Trading Speed for
Low Power by Choice of Supply and Threshold
Voltages, “IEEE JOURNAL OF SOLID-STATE
CIRCUITS, VOL. 28, NO. | . JANUARY 1993.

Naresh R. Shanbhag “A Fundamental Basis for
Power-Reduction in VLSI Circuits” Coordinated
Science Laboratory/ECE Dept. University of Illinois
at Urbana- Champaign, Urbana, IL 61801.
shanbhag@uivlsi.csl.uiuc.edu .

National Conference Proceedings : Advanced Communication Systems and Applications




Reduction of Coupling Transitions by Using Encoding Techniques
In VLSI Circuits

R /ABSTRACT
V.SHAVALI M.Tech
ASSISTANT In modern digital circuits the total power attributed to wires is increasing.
PROFESSOR | Reducing the power consumption in wires play a major role in low power design.

ECE -SVIT | Coupling transitions contribute to significant energy loss in deep sub-mjcron

ANANTAPUR | buses. Earlier schemes using the switching activity minimization based uppn the

AP substrate capacitances are not valid in these buses. Hence, a new low |energy

bus-encoding scheme is proposed which showed 10 % reduction in cqupling
M SREENATH REDDY
M.Tech,(Ph.D

ASSISTAN]
PROFESSOI

ECE -MITS;
MADANAPALLI Bus,Coupling Transition, Self- Transition, Coding, Decoding.

ADK

transitions for 8 and 16 bit data.

A/

Keywords

1. INTRODUCTION capacitance of a wire. Therefore, in the presence of

these coupling effects, earlier methods of power

In many digit_al processors the power dis_sipgtio_n iReduction by minimizing the switching activities based
the bus IS a major part of the tOt"?‘I chlp_powerd|33|pat|0|?m|y upon substrate capacitance of a bus may not achi-
For CMOS circuits most power is dissipated as dynamlg\le their intended goal. Hence, encoding mechanisms

powerfor char_gmg and dlschar_glng node capacitancegy, g energy reduction that only rely on minimizing the
These capacitances are mainly the substrate CaPdimber of transitions are not efficient any more.
citances of the bus wires. In these buses the power

dissipation due to a transition on a bus wireisequalto ~_T1heé coupling capacitance depends on the
P=TaCsV2DDf/2 . whereCS is the substrat&Witching behavior of a wire by taking into account its
capacitance, Ta is the transition activity of the bus wire, #€ighbors. Consider three wires as shown in Figure 1
is the data transmission rate and VDD is the supplith minimum spacing between adjacent wires. The
voltage. Several power reduction methods for bus dat&S€ shown illustrates simultaneous switching on all
transfer have been proposed [1,2,3,4,5,6]. All these methodé€€ wires. The middle wire is shown in bold to
focus on reducing the number of bus transitions. stdpdicate that it is switching in one direction (low to high),
and Burleson employed bus invert coding for a bus whod¥hile the outer two wires are shown in non-bold to indicate
wires are far apart [1]. In his method, the total number dheir switching in the opposite direction (high to low). In
transitions occurring between the newly arrived data argH€h @ case, the effective coupling capacitance gets
the present data on the bus is first calculated. If this numbdpubled compared to the case when the neighbors are
is more than half the number of bus wires, then the datag&liet- On the other hand, if all three wires are switching in
inverted and sent on the bus. Otherwise, the data is séi¢ same direction (low to high) as shown in Figure 2,
as is. then the coupling capacitance becomes effectively zero.
As the spacing between wires is getting closer One of the obvious ways to reduce the coupling
and closer (deep sub-micron technology), the effect §apacitance is to increase the distance between adjacent

the inter-wire (coupling) capacitances becomes mor@ir€s, which is in contradiction to deep sub-micron
dominant that it even surpasses the substrate (badg§hnology. Anotherway to reduce the coupling effects is
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to carefully encode the data before being sent on the bidisom 1 to 0. When this happens the substrate capacitance
Sotiriadis etal have extended the work on encoding buaither charges from 0 to 1 or discharges from 1 to O.
traffic to account for inter-wire capacitances in deep A coupling transition occurs between two

sub-micron buses by following the latter approachyiacent bus wires, when the charge stored in the parasitic
[7.8]. They proposed an encoding technique that attemRiger.yire (coupling) capacitance gets modified. For a

to signal transmission through a two-wire bus, all transitions
Left Neighbor between possible bit patterns and the normalized energy
_Do_‘L__L_.\NM dissipation due to coupling capacitance are shown in Table
vy . . . .
Target J_ J_ 1. The value) is defined as the ratio of coupling capa-

wire T citance over substrate capacitance. The energy loss caused
by the interaction of the lines through coupling capacitance

is captured by, . The energy consumed during a coupling

D :l | AW | I transition is given by:
Right Neighbor Ec =T.C¥ppo

where TrepresentO\,JA and 2)\ as given in Table 1.

Figure 1 : Cross coupling effect on the target wire Table 1, Normalized energy dissipation due to
from adjacent wires: Bad case coupling capacitance
Left Neighbor Bit 00 01 10 11
M\ Pattan
T Target L L 00 0 ) ) 0
_Dod-_:l:_w__:[__l_ T oL |0 0 2 |0
10 0 2\ 0 0
0

words. The data word at time instant ‘i’ is denoted by
D(i). The sequence of data words D(0), D(1),..., D(k)
Figure 2 : Cross coupling effect on the target wire areassumed to be independent and uniformly distributed.
Let the input data arriving at time instant ‘k’ is given by:
minimize c_oupling transi_tions between bus _Wires'ag::)ur_re{rli:g()éfItzh(g)(’j.é.t:':lIQ((IL())}i.s ;R/zr? rboybablllty of the
and claimed 40% in energy savings on buses, but ignore
the power consumed by the massive and complex encoding P(D(k) = 1 Ok.m
and decoding circuitry that would surpass the energy 2m
savings by a huge amount. Here, in this paper we
propose a bus encoding technique for reduction of
energy consumption on on-chip deep sub-micron bus&§tween a pair of adjacent bus wifegk ~1),1,., (k - 1)}

while overcoming the above limitation by reducinggnd the datidi (k _1)7|i+1(k —1)}are given by the k-maps

the complex encoding and decoding circuitry with a, Figures 3(a) and 3(b) respectively. The
small and simple circuitry with minimum extra power ) N -
consumption. Boolean expression fox transitions simplifies

2. CODING SCHEME as:

Our coding scheme is based on the number of coupling (k) =li(k —2)li(k —1)di(k)di + (k) + li(k —1) li + (k -1)
transitions occurring on the bus when a new data is to

be transmitted. The transitions occurring on a bus are di (k)i +1(k)+1i (k —)ti +1(k —1)dii (k )cii
generally classified into two types: self-transitions and

coupling transitions. A self-transition is said to occur +1(k)+li(k =21 +2(k —1)dli (k)i +(k)
whenever a bus wire makes a transition from 0 to 1 or

| r | | I 11 A A 0
Right Neighbor In the following analysis we assume m-bit data

from adjacent wires: Good case

When a new data vectB(k) A and2A transitions
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The total number ofp transitions for the complete bus is di(K)dis1(K)

m1 DV (ke 00 01 11 10

k)= le'(k) li(k-1)li+1(k 1)00 T T

Similarly, the Boolean expression fgx transitins orf0]o]o|®D
similifies as: ulolololo
r (k) =1i(k = 1)l +2(k — 2)di (k )dli + 2(k )+ li (k — 1) [T Tl |7

+1(k - 1)di (k )di +1(k)

Hence, the total number @f\ transitions for the (b) 2 A Transitions

complete bus is given by: The above coding scheme adds two extra lines

(code bits) to the bus. The value on the bus L(k) at time

m-1
R(k)=2. iglr(k) instant “k” can now be represented as:

The total number of coupling transitions L (k) ={L(k),L(k)}
occurring on the bus is therefore given by: _
Q(K) = SK)+R(K) Where L, (k) and L. (k)represents the data bit

. . . 1part and the code bit respectively.
Since )\ >>1 in deep sub-micron busses the sel
transitions on the bus are neglected. 3. ENCODING HARDWARE

The following procedure (Procedure 1) is now to
encode the data and send over the bus:

PROCEDURE 1
1.

The encoding hardware consists of four modules
as shown in Figure 4. They are:

() Coupling Transition Estimator

If the calculated number of transitions Q(k) is MOrerhe coupling transition estimator consists of an estimator
then half the word length then move to the next step. . :

. : and an adder stage. The estimator calculates the coupling
Else, simply pass the data as is,

_ _ transitions. The newly arrived data is compared with the
2. Calculate the Hamming Distance (HD) between the diat t dat the b d th b ;
newly arrived data D(k) and the present data on thanmediate past data on the bus —an € humber o

bus L(k-1) for the even lines and odd lines separatel{fansitionss (k)and R; (k) for each pair of bus wires is

3. If the HD for the even lines is greater than that fof2iculated. The adder then accumulg{ie)andr, (k) for '
the odd lines, then invert the even lines of the newl{® Whole bus to generate the total number of coupling
arrived data while keeping the odd lines unchangelfansitions Q(k).

and pass it onto the bus. DataD(k) Coml ;
: . —_ oupling .
If the HD for the odd lines is greater than that for Transition »| Transition
. . . . w Estimator Checker
the even lines, then invert the odd lines of the newly arrived
data while keeping the even lines unchanged and pass it
onto the bus. BusL(k-1)
. E
If the HD’s are equal, then invert both the even SadEven L|Vn%ns:> »
and odd lines of the newly arrived data and pass it onto _v HD I+t
Estimator [,
the bus. i m+2 5)) LK)
di(k)di+1(k) —_> Comparator

li(k-1)li+1(k-1) \ 00 01 11 10 _)» :>

0] o 0

@ Q 0dd _I‘)))
01 0J]0]0 Lines
11 Ol |©

0olo o

10

Inversion
M odule

Figure 4 : Encoding Hardware

ojlo)| ©

(a) A Transitions
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(i) Transition Checker of 14X coupling transitions (Q(k)). Since Q(k) is more than

The transition checker checks whether Q(k)>m/s. If Q(khalf the word length (8), the data will be encoded using out
is greater, then it produces a logic ‘1’ at its output ‘T’, elsenethod. In this case, the number of transitions on odd line
alogic ‘0. of the bus (6) exceeds that on the even lines (3), (In

(i) Odd/Even HD Estimator and Comparator determining the odd/even lines, the least significant bit is
counted as number zero.) So the odd bits of the data are

This module separately calculates the HD between ﬂ]ﬁverted (even bits stay the same) and sent through the

present state and the next state on the even bus lines %J;Ps with the additional two lines appended
0

the odd bus lines, and generates two logic signals EV a 10000,0011,1001,1111). The additional two bits are

OD to indicate the relative magnitude of the two yaluesappended so that the decoder can decode accordingly as
as given in table 2. A combinational logic circuit then

specified in Table 3. For this example it may be noted that
generates the two outputs,, (k) andl,,(k)using the R(k) = 6 while S(k)8. By applying our coding scheme we
following have reduced new R(k) to 0 and S(K) to 2. The total number
of transitions Q(K) for unencoded and encoded data are
. 14 and 2 respectively. Hence, we see that the total number
l,, +1(k)=TODand of coupling transitions is reduced frdA to 2) , thereby

l,+2(k)=TEV reducing the power consumption.
The above two outputs from the code bit part of. PERFORMANCE EVALUATION

the bus equations and are transmitted on the extra by nave evaluated the effective of our coding scheme

Boolean relations :

wires of the bus. using a MATLAB program. The simulations used 8 and 16
Table 2.0dd/Even HD estimator and comparator bit ransom data with 1000 data vectors. Figure 5 shows 8
EV oD bit simulations results our technique.

0 0 Equal HD The reduction in the number of transitions achieved

: is very close to that in the original bus invert coding
0 1 HD on odd |Ir_1€5 grester technique, that took into account only self-transitions,
1 0 HD on even lines greater whereas our is a dominant factor in deep sub-micron buses.
1 1 Undefined Simulation results show that about 10% reduction in coupling
transitions is achieved by our technique.

(iv) Inversion Module

This module decides law the data will be transmitted o CONCLUSIONS

the bus. If The Transition checker output T is zero, thegve proposed a new coupling driven data encoding scheme
the new data is transmitted as is. Else, the data will kigr Jow power data transmission in deep sub-micron buses.
inverted and transmitted accordingly to Table 3. The codehe simulation results show that our technique reduces

bits Lc(k)={lm +1(k),|m+2(k)} control this module. 10% of the coupling transitions for adeep sub-micron
] ] bus compared to the conventional non-coded data transmi-

Table 3. Coding of extra bus lines ssion. As this method is adaptive, it reduces signal transm-

| g (K s (K) Bus Inverted ission for all sorts of data streams.

2500 T T T T

0 0 | Noinversion — _ —

0 1 | EvenlLines 2000F

1 0 | OddLines 1500k

1 1 | Both Evenand Oddlines Coupling

Transitions
1000

Hence this module consists of set of Exclusive
OR(XOR) gates controlled by the code Hifs, and|,,,.

500
4. ANILLUSTRATIVE EXAMPLE .
To illustrate out coding scheme consider a 16 bit data (1100, 1 2 8 4
9910, 1000, 0111), while is presently on the bus. If the next [INo Coding [ Out M ethod

data (1010, 1001,0011, 0101) is sent as is, we have a tokifjure 5 : Coupling transitions for 8-bit data vectors
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Abstract: In the signal processing systems like video processing systems |speect
processing systems , DWT performs the major role to compute the spec...2d task.
A DWT consists of filter stacks. These filter stacks are the sub-modules df filter
bank where a pair of HPF, LPF are embedded in it. In any analog defined tool
like MATLAB, to construct DWT, predefined HPF, LPF functions will be used. So
that, optimized DWT cannot be designed by the designers. Hence, in [signhal
processing as HPF LPF are designed with floating point multiplier, adder| and
shifter using convolution or MAC operations; user can change the charactefistics
of HPF,LPF by changing the parameters of above floating point multiplier, adder
and shifter to speed up the process, so that HPF, LPF could be optimized; |hence,
DWT can be optimized. As DWT is optimized, total signal processing system will
be optimized.
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I.INTRODUCTION cient to get the complete information. This is the notion of

_ _ down sampling. This result in two sequences called cA
For many signals, the low-frequency content is mMost 4 cD

important part. It gives the signal its identity. The high- - _ _
frequency content, on the other hand, provides the add on The decomposition process can be iterated, with
properties to it. Eg. in a human voice if high-frequencyPuccessive approximations being decomposed in turn, so
components are removed, the voice sounds different, bt one signal is broken down into many lower resolution
if enough of the low-frequency components are removegemponents. This is calle_d_ the wavelet decomp_osmon tree.
the complete signal may be lost. In wavelet analysislh€ wavelet decomposition tree can be obtained by the
approximations and details are the parameters to b@plemente_ltlon of achain of High pass and low pass filter
obtained. The approximations are the high-scale, lolg@nks as given below.

frequency components of the signal. The details are tHe DESIGN OF DISCRETE WAVELET TRAN-
low-scale, high frequency components. T_he originalsignal, SEORV

S, passes through two complementary filters and emerges

as two signals. If the operation is performed on the redihe input sampled signals having 16 bit each are applied in
digital signal, twice the number of data samples is obtainegarallel to sub band mapping module after the 12th sample
Eg. If an original signal S consists of 1000 samples of dat@asses to FIFO input unit four sampled signal signals are
Then the resulting signals will each have 1000 sampleBassed down to input buffer as a packet. Input FIFO stores
for a total of 2000. These signals A and D are interestind;2 Samples of sampled signal each in which samples are
but 2000 values were obtained instead of the 1000epresented in 16 bit floating point notation. After every 12
Performing carefully at the computation, only one poinamples stored in FIFO first 4 samples are passed from
out of two in each of the two 2000-|ength Samp|es is suffiflFO to the input buffer and then fed to the sub-band filter
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bank block through the wavelet decomposition. This sulintern resulting in faster operation. To realize the decimator
band carries out filter decomposition of the given input signalperation comparator logic with a feedback memory
of the length 4 samples, considering a bank of Low Pagdement is designed as shown below.

Filter and High Pass Filter. The filter takes 4 filter olk

coefficients for LPF and HPF obtained from db4 wavelet > l:?)?T]e;)(arator Index (i)

with the length of 4, which were derived from Matlab. —

Convolution operation takes on input signal with filter A

coefficientto obta_in detailed and approximate c_oefficier_lts | - M emory unit —Down
after down sampling by 2. Each sub-band carries 3 points Filered coefficient ng’ﬂg}ggts

for passing of every 4 samples. A total of 9 points are _. _ : L :
obtained for 12 samples passed in each sub-band thus thiézIgure 3 ¢ Architecture for decimation by 2 logic
sub-band unit mapping carries out wavelet decompositidty. IMPLEMENTATION OF DWT USING
using wavelet filter bank in to 4 sub-bands each sub-band \vHDL

with 9 points. Obtained sub-band samples are stored in

sample RAM & its corresponding energies are calculatedn® Proposed system is realized using VHDL language

by the energy calculator module and stored in energf)?r it's functional definition. The HDL modeling is carried

RAM. Scale factor for the sub-band is the sample wit?Ut in top-down approach with user defined package
maximum amplitude in the sub-band obtained from th&upport for floating point operation and structural modeling

comparator module where the comparator modulfer recursive implementation of the filter bank logic. For
compares all the sample of each subband and find tiifae realization a package is defined with user defined record
maximum of it. data type as

ll. MODELING OF DISCRETE WAVELET type real_single is

TRANSFORM USING MAC record

The filter logics are realized using MAC (multiply and sign - std_logic;

accumulate) operation where a recursive addition, shifting exp: std_logic_vector(3 downto 0);
and multiplication operation is performed to evaluate the mantissa: std_logic_vector(10 downto 0);
output coefficients. The recursive operation logic is as

end record;
shown below.

The floating notation is implemented using 16 bit

Filter coefficients

pm---- l ------------------- IEEE-754 standards as presented below.
Input coefficients_;_.l MultiplierH Adder | | Sign. (1) | EXp. (4) | Mantissa(ll) |
§ I Convolved output y i) The floating-point addition, multiplication and
; — shifting operation are implemented as procedures in the
S — user defined package and are repeatedly called in the

Figure 1 : Realization of recursive MAC operation implementation for recursive operation. The procedures

Before passing the data to filter bank the fifo logicare defined as;
realized stores the data in asynchronous mode of operation, procedure shifftl (argl: std_logic_vector;arg2:
operating on the control signals generated by the Contm"ﬁ{teger;args :out std_logic_vector):
unit. On a read signal the off-centered data is passed to - -

the buffer logic. The fifo logic realized as shown below. procedure shifftr (a:in std_logic_vector; b:in
integer;result: out std_logic_vector);

din ;
r_’st Fifo dout procedure addfp (opl1,0p2: in real_single;op3:
ELEY ' out real_single) ;

g

Rdwr (16 x 16)

procedure fpmult (opl,0p2: in real_single;op3:
out real_single) ;

Figure2 : Realization of 16 x 16 fifo logic for
coefficient interface for performing the convolution operation, filter

The obtained detail coefficients are down Samp|e&oefficients are defined as constant in this package and
by a factor of two to reduce the number of computatiof'€ called by name in filterimplementation.
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constant Ipcof0: architecture TB_ARCHITECTURE of topmodule_wb is
real_single:=(‘1’,"0100","00001001000");

constant Ipcofl:

component topmodule

ort
real_single:=(‘0","0100",711001010111"); port ( _ )
clk : in std_logic;
constant . .
Ipcof2:real_single:=(*0’,"0110","10101100010"); rst :in std_logic;
constant Ipcof3:real_single:= start : in std_logic;
(‘0,70101","11101110100"); readl : in std_logic);
constant hpcof0: real_single:= end component;
("1’,70101","111011101007); signal STIM_clk : std_logic;
constant _ signal TMP_clk : std_logic;
hpcofl:real_single:=(‘0’,"0110","10101100010"); i .
signal STIM_rst : std_logic;
constant _ _ .
hpcof2:real_single:=(‘1',"0100","11001010111"); signal STIM_start : std_logic;
constant signal STIM_read1 : std_logic;
hpcof3:real_single:=(*1","0100","00001001000"); signal WPL : WAVES_PORT_LIST;
Using the above definitions the filters are designed signal TAG : WAVES TAG;

for high pass and low pass operation. The recursive signal ERR_STATUS: STD_LOGIC:='L";
implementation is defined as; - -

begin
for k in 1 to Ol
or kin 1 downto 0 loop CLOCK_GEN_FOR_clk: process
old(k):=shift(k); begin
+ .
fpmult(old(k)(pl)(,hpf(k kl)(,)pro(k)(O)), if END_SIM = FALSE then
- pmpir“c') )'_pri( 33( ) 000 TMP_clk <= '0’;
addip(acc( k)( ),proé )(0),acc(k)(0)); wait for 50 ns
| acer(j, ).-acc( )(0); clse

shift(k+1):=shift(k); wait:

end loop; end if:

for the evaluation of the implemented design the if END_SIM = FALSE then
test vectors are passed through the test bench generated o
from Matlab tool. The continuous output of secondary side TMP_clk <= "17
transformer obtained after impulse test are discretized using wait for 50 ns;
matlab tool where each coefficient is converted to 16-bit else
floating notation and passed to the test bench for HDL wait:
interface. The coefficients obtained from the filter bank B
after convolution is then compared with the results obtained end if;
from the matlab decomposition for accuracy evaluation. end process;

library ieee; ASSIGN_STIM_clk: STIM_clk <= TMP_clk;

use work.math_pack1l.all; ASSIGN_STIM_rst: STIM_rst <=

WPL.SIGNALS(TEST_PINS’pos(rst)+1);

ASSIGN_STIM_start: STIM_start <=
WPL.SIGNALS(TEST_PINS’pos(start)+1);

UUT: topmodule

use ieee.std_logic_arith.all;

use ieee.std_logic_unsigned.all;
use ieee.std_logic_1164.all;
entity topmodule_wb is

port map(

end topmodule_wb; -
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clk => STIM_clk,
rst => STIM_rst,
start => STIM_start,

readl => STIM readl,
=> )’

end TB_ARCHITECTURE;

end TESTBENCH_FOR_topmodule;

V. SIMULATION RESULTS

—r

(TR & W oo ] i
Figure4 : Simulation result for the implemented

subband design

The top module has been simulated using Mod-
elSim6.1 SE simulator. Figure 4 shows the input values

The DWT has been designed by the user defined floatingysseq to the sub-band module. The inputs are passed to
point multiplier, adder and shifter instead of using thgne mogule in Floating point Excess-7 notation. The system
predefined functions. To evaluate the suggested desnggw passed with a clock of 100Mhz system application
an analog signal is taken and processed, the observatighg, ency with reset signal low as the system considered

obtained are as illustrated below,

Samples Considered

0 - “0000000000000000”
-3.0518e-05—*1000110000110101”
-3.0518e-05 -“1000110000110101"

0 - “0000000000000000”
-6.1035e-05 -“1000010000110110”

0 - “0000000000000000”
-6.1035e-05 -“1000010000110110”
-7.1553e-05 -“1000011001001111”
-6.1035e-05 -“1000010000110110”
-6.1035e-05 -“1000010000110110”
-7.1553e-05 -“1000011001001111”
-7.1553e-05 -“1000011001001111"
-7.1553e-05 -“1000011001001111"

0 - “0000000000000000”
-7.1553e-05 -“1000011001001111”
-6.1035e-05 “1000010000110110”
-7.1553e-05 -“1000011001001111”
-3.0518e-05 “1000110000110101”
-6.1035e-05 -“1000010000110110”
-3.0518e-05 “1000110000110101”
-6.1035e-05 -“1000010000110110”

0 “00000000000000000”

being active low. The Signal ‘start’ and ‘read’ is fed high
for making the system enable and to read the data from
the buffer element. The result shows the scale factor
obtained for each sub-band. The signal ‘detl’,’det2’,'det3’
and ‘app3’ gives three detailed coefficients and
approximate coefficients for the input signal. Each sub-
band constitute of 9 sub-samples for every packet of the
data burst. The ebank’s gives the energy values of each
subband sample for each subband

Figure.8 also shows the overall scale factors, detail
coefficients and approximate coefficients for every packet
of the signal samples. The scale factors obtained show the
maximum values of the sub-band samples obtained under
each subband. The energy for the samples are calculated
as E = square (Magnitude of each sample).

The elements of the detailed coefficient matrix
(detl) show the samples lying in the higher frequency range
from 8-4KHz. The second sub-band shown by (det2) gives
the coefficients lying in the range of 4-2 KHz ranges. Det3
gives the sub-samples with a frequency of 2-1KHz and
app3 matrix shows the approximate coefficients lying in
the range of 1-OKHz ranges

The VHDL design of the DWT has been
synthesized using XILINX ISE tool. Figure5 shows the
logical routing of the implemented design targeting on to
Xc2s50e-ft256-7 FPGA of virtex family. The routing is
carried out on Xilinx FPGA editor. The result obtained
shows the real time FPGA interconnection of logics
connected inside the FPGA.
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Figure 5 : Routing of the implemented wavelet
decomposing module targeting to  Xc2s50e-ft256-7

The synthesis report for VHDL design of DWT
using optimized HPF,LPF has been shown in the belol?]
statements.

Bl

Minimum period: 2.649ns
(Maximum Frequency: 377.501MHz)

Minimum input arrival time before clock: 9.656ns

Maximum output required time after clock: 6.366ns [4]

Design Statistics
#10s : 105

Cell Usage :

# BELS : 205

VI. CONCLUSION

This paper outlines the design of a DWT using VHDL for
the optimization. The DWT has been customized using usgf]
defined floating point multiplier,adder and shifter. Hence,
the flexibility is very high to increase the speed of operation
of DWT so that the speed of operation of a signal procgg]
ssing system will be increased. The proposed design
implements a general purpose Fast Wavelet transformation
system which gives rise to accurate sub-band decomposition
of the signal into four distinct sub-bands. The scale factor
for each subband is also obtained with the energy of eat$l
subband samples been calculated. From the obtained result
plots it is observed that the retrieved signal samples show

[5]
[6]
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Frequency: 377.501MHz. Hence, it is concluded that the
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can be used to monitor physiological parameters, such as ECG signals, and
temperature. The system consists of an electronic watch which is worn pn the
wrist and arm, by an at-risk person. An epic sensor has been used to dete¢ct ECG

reading takes place by interfacing with computer. The device is battery powered

J.Rajanikanth for use anywhere. The device can be easily adapted to monitor athletes and jnfants.
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RN
. INTRODUCTION is focused at improving quality of human life in terms of

health by designing and fabricating sensors which are either

In recent times, wireless sensors and sensor networks hall irect contact with the human body or indirectly. One of

become a great interest to research, scientific and technﬂ{e reasons for more development in this area is the global

ogical community. Though sensor networks have been in lation and rise in i lation. one statisti
place for more than a few decades now, the wireless domajgPu‘ation a IS€ In ageing popufation, oné statistic

has opened up a whole new application space of senso%OVided by the U.S Department of Health that by 2050

Wireless sensors and sensor networks are different frofly€r 20% of the world’s population will be above 65 years

traditional wireless networks as well computer network®' @ge- This results in a requirement for medical care,

and , therefore, pose more challenges to solve such WBich is expensive for long-term monitoring and long
limited energy, restricted life time, etc. waiting lists for consultations with health professionals. The

. , . . cost of hospitalization is ever increasing, so is the cost of
Wireless sensing units integrate wireless commu-

nications and mobile computing with transducers to deIiverrehab'“tat'on aftera major illness or surgery. Hospitals are

a sensor platform which is inexpensive to install in numerOLJQOI(Ing at sending people back as soon as possible to recoup

applications. Indeed, co-locating computational power anit home. During this recovery period, several physiological

radio frequency (RF) communication within the sensor unff@/@meters need to be continuously measured. Hence,
itself is a distinct feature of wireless sensing. Today, thi¥'emedicine and remote monitoring of patients at home

progress in science and technology offers miniaturizatiof'® 9aining added importance and urgency.

speed, intelligence, sophistication, and new materials at This system has been designed with sensors, host
lower cost, resulting in the development of various higheomputer. The system consists of a temperature sensor,
performance smart sensing system. Many new researchggic sensor, a micro controller, and a low-power transceiver.
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It records temperature and ECG pulses for 24 hours. These The design is modular which makes it rather easy
data are transmitted to the computer by using radiand straight forward to add extra sensors for measuring
frequency, the records can be saved. The reported syste@iél monitoring other parameters.

are expensive and the cost depends on the number|gf DET AILS OF THE SENSING SYSTEM
sensors used. The reported device consists of a wrist and

arm and the msp430 microcontroller unit connected witf e current version of the system consists of two sensors:

arm band. Ambulatory EKG monitoring can also be a usef@ temperature sensor, EPIC sensor. Temperature sensor
tool in monitoring elderly people, perhaps in a care-homfé'rcu'try used in the design generates analog voltage which

setting or via telemedicine, to alert their carers to hear{S fed to the analog-to-digital inputs of the microcontroller.

related problems at the earliest possible opportunity. Rapid'€ APC inputis time-multiplexed and sampled at different

response to cardiac arrest or stroke events can have rg es-
enormous impact on the ensuing quality of life, or even bé. EPIC SENSOR

the difference between life and death. When combinegp,c s an acronym of Electric Potential Integrated Circuit.
with sensors measuring other vital signs the resulting systefihe EPIC sensor is thus atectrometer capable of

can do much to extend the all-important independence gleasuring AC electric fields or potentials. The device has
the elderly. very high input impedance and requires no ohmic contact

There are currently three main electrode type¥0 the source being measured as its input is capacitively
used for ambulatory ECG recording, Ag/AgCl stick oncoupled. It can be thought of as_being close tq the id_eal
electrodes, with contact enhancing gel: plastic electrodé@ltmeter' able to measure electrical S|_gnals whilst taking
as found in chest straps; and textile electrodes, used \(hrtually no energy from the system being measured.

wearable systems. All of these electrodes rely on a good A block diagram showing the basic construct of
galvanic contact to the skin, as the coupling to ek @he sensor is shown in figure 2.
amplifier is resistive. All of these sensors are to some degree The key features are the two feedback paths:

invasive — in the case of Ag/AgCl electrodes the gels anguarding, which drives the guard to the input potential and

adhesive can cause skin irritation, and chest straps can$eminimizes the input capacitance and bootstrapping which

difficult to fit, uncomfortable to wear and not always can be used to increase the input impedance. The sensors

reliable. are currently produced with either x10 or x50 gain, with a
Surface Positive

bandwidth of the order of 50mHz to 30Khz.
II. SYSTEMOVERVIEW
of Body regenrative

Fig. 1 shows the functional block diagram of the system (Bootstrapping/
hardware. The system has been designed to take several N
inputs to measure physiological parameters of human such

as temperature, ECG. The inputs from the sensors are
integrated and processed. The results are sent through RF
module to a host computer, which stores data into a
database. The values can then be displayed on the path Neg?gé'fbr:ff“ve
Graphical User Interface (GUI) running on a computer. J_

Once the user has connected to the receiver unit, data i%igure 2: Block diagram of a typical EPIC sensor
automatically updated on the screen. Temperature and ECG

. . All of this makes EPIC well-suited to measuring a
are display on the screen. The data plotted on a time graWi]de range of electrical signals, including

V\?htlﬁh car; bercustomlzed to show data received from anéfectrophysiological signals, such as the electrocardiogram

ot the sensors. (EKG or ECG) from the heart, electromyogram (EMG)

j|> from muscles, electro-oculogram(EOG) from the eyes, and
RF Recelverl—bl Com puter

Guard

I l_l Outpllt

o +
[ >

Probe -
Electrode] | DC bias R
current Gain limiting ||

SONONNNNANN

Tem perature

electro-encephalogram (EEG) from the brain. The EPIC
sensor’s ability to measure various electrophysiological
signs has been documented by Plessey’s partners at the
University of Sussex.

Micro Controller |<—’ RF Transmitter

Fig 1: Block diagram of Physiological parameter
monitoring system

Because of the large coupling capacitance to the
body (around 250pF) the EPIC sensor’s internal electro-
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meter can be used in differential mode to recover true The earliest systems built using Plessey’s EPIC
surface potential ECG signals from the surface of the skisensors concentrated on measuring the Lead | EKG (left
A typical ECG signal at the surface of the skin is 1mV parm to right arm), taking one contact point on each hand.
p. The arms effectively act as resistive conductors that conn-
EPIC’s real advantage — compared to otheFCt to the positive and negative sides of the heart. Alead |

sensors in this field — lies in its capacitive coupling to th&KG measured in this way is shown in figure 3.
EPIC Low pass 50Hz notch

source being measured. Some of the issues with other Sensors  filter filter
(optional) (optional)

sensor types have already been mentioned in section 1,
but because EPIC does not rely on an ohmic contact to
the skin, there is no need for skin preparation or contact
enhancing substances. Depending on the system
requirements and the strength of signal being measured, it

is possible to measure high quality electrophysiological Buffer Differential ADC
signals through multiple layers of insulating materials (e.g. (optiom Amplifier (12 bit)
clothing). _ X 10gain _

There is a need to ensure zero, or at least the very Fig 3: Hardware system architecture
minimum of, movement between the sensor electrode and The buffer amps on the individual channels have
the human body, and this is perhaps the greatest technig4fitchable x10 gain and*®rder 30Hz low pass filters.
challenge in the system presented here. The differential output has a switchable notch filter offering

B. ELECTROCARDIOGRAM (EKG) around 50dB of rejection at the mains frequency.

Many readers will be familiar with the science of the I e —
electrocardiogram, but a brief overview here will help in :_'_;_ P
understanding the challenges presented in developing a L '
single-arm EKG measurement system. Work at the end of
the 19" Century and in the early 20Century first

discovered and then characterized the electrical activity
of the heart. A famous diagram produced by Waller in 1887
shows the electric field across the thorax produced by the e

dipolar source that is the heart. - e —

By placing sensors at various points on the humarrig 4: Lead | ECG measured using hand held EPIC
body it is possible to measure different electrical vectors, sensors and displayed on Plessey’s EPIC demo
and so determine very detailed information about the health software. Note that a small amount of EMG noise
of the heart. Essentially to achieve a good electrical cardiacfrom the muscles in the arms is also visible on the
signal it is necessary to measure the differential electrical trace.
signal between two points, one either side of the heart. This approach allows a number of practical imple-
The use of a pair of sensors to generate a differentiglentations of EPIC-based EKG sensing systems, including
measurement is key to any EKG system using EPI@ small portable wireless unit; a wrist watch with two
sensors as this provides good common mode noisgnsors, one of which rests against the wrist of one arm,
rejection. As already stated the EPIC sensor measuregilst a finger from the other hand touches the second;
electric fields, and the strongest field that will be detectegind a pair of sensors built into a Smartphone.
on a person inside most buildings will be the 50 or 60Hz
that is coupled onto the body from the mains eIeCtriCit¥nonito
supply. This signal will typically have amplitude of several
volts on the EPIC output, compared to tens of mV for th

—

L

The desire for a continuous ambulatory EKG
r requires that the user is able to “wear” the system
such that it will function without needing to occupy one or
. ) . Both hands. As already stated, chest straps that are
wanted EKG signal. By using a pair of sensors and Sroduced by sports watch manufacturers can achieve this,

dlfferent_lal amplifier W'th good commqn_mer r(_T‘J(:“(:'['.Or."but in a way that is not always easy, convenient or comfor-
along with some basic analog and digital filtering, it ISt ple

relatively straightforward to extract the EKG component

from the large noise signal. The basic hardware system  The system presented here uses two sensors
architecture is shown in figure 2. contained within a single armband that can be fitted and
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worn relatively simply. The experimental system used twoement and is complete with a USB-based CC1111 wireless
PS25201 sensors, along with Plessey’s EPIC demo kihterface to a PC.

which consists of an interface box containing some analog The eZ430-Chronos watch may be disassembled

filtering, amplification and an analog to digital card with a;, pe reprogrammed with custom applications and includes
USB output. The signals were viewed and captured using, «7430 USB programming interface.

the lab view interface software developed for EPIC that

is also part of the standard demo Kkit. Figure 6 shows that the block diagl’am of ez-430

~ chronos device.
The PS25201 sensors have 50x voltage gain and

are packaged in a metal can. The front surface of the LCD Backlightle | Antenna

sensor consists of a 20mm diameter electrode with a TiO2 A cceleration

dielectric face, surrounded by a metal ring that is at the y ) Sensor

system ground (0V). When pressed against the arm both LcD  kdccasorsiar

the electrode and the ground ring make contact with the i oressure

skin. Sensor
The sensors can be seen in figure 5, which shows Buzzer |

the two sensors mounted onto a sports armband.

L Fig 6: e2430-Chronos Watch Block Diagram
These applications meet the need for a very easy
to use monitor that can be used onaarhoc basis to V. COMMUNICATION

record relatively short periods BKG activity. The communication range that can be achieved in a radio

system depends very much on the antenna solution. It is
important to understand the difference between different
antennas, and the tradeoffs to be made, in order to select
the right antenna solution for a particular application.

In many SRDs (Short Range Devices) the physical
Fig 5: PS25201 sensor mounted on a Sports Arm- Size is restricted, and hence the antenna ought to be small
Band as well. The important aspects of small antenna design
are presented in this application note. Several PCB
C. TEMPERATURE SENSOR integrated antenna solutions are shown, and a practical
The temperature is measured inside the watch right insigkesign.

temperature of the watch may be different due to the bodyptennas, external resonant antennas must be used. An
heat. For accurate temperature measurements, do not Wg@érview of these kinds of antennas is also given. Appli-
the watch and allow a sufficient amount of time for thezations involving body-worn or handheld devices represent
watch to adapt to the surrounding temperature. a special challenge for the antenna design. In the end of

V. MICRO CONTROLLER this note these problems are addressed.

The eZ430-Chronos software development tool is a highl The RF access point allows wiréless commun-

integrated, wearable, wireless development system thati)f(sation with the eZ430_—Chrono§ directly from the PC to
based on the CC430F6137. It may be used as a refereff@vnioad data, sync information, or control programs
platform for watch systems, a personal display for person&f"!ng on the PC Itis based on the CC1111F32 controller,

area networks. or as a wireless sensor node for remd’f@iCh features an integrated USB controller in addition to
data Collection’ a <1-GHz radio. The access point is this kit comes in a

small production-ready design. Therefore, it does not
Based on the CC430F6137 sub-1-GHz RF SoGpcjyde a JTAG connector. However, the bottom side

the e2430-Chronos is a complete development systegigyides pads that allow soldering cables to connect the
featuring a 96-segment LCD display, an integrated pressuf¢=1111 to the CC Debugger.

sensor, and a three-axis accelerometer for motion sensitive h Lo . .
control. The integrated wireless interface allows the eZ430- The access pointis designed to be production ready

Chronos to act as a central hub for nearby wireless sensgr;éd as small as pqssmle. Therefore, no debug connﬁptor IS
such as pedometers and heart-rate monitors. The ez4fided. However, it may be reprogrammed by attaching a

Chronos offers temperature and battery voltage meas-LIJ_-I low power wireless debug interface to the corresp-
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onding pads on the bottom side of the PCB. Figure 7 shov@oftware The data presented here are filtered using basic
that the eZ430-Chronos RF Access Point. DSP techniques. Further software processing developments
| such as averaging to remove base line wandering, filtering
using wavelet transforms and so forth could potentially do
much to improve the basic signal.

Figure 7. EZ430-Chronos RF Access Point Multiple sensor systenf\s described earlier, the optimum
sensor location for a two-sensor system can be a compro-
VI. FURTHER WORK mise between best signal strength and EMG rejection, and
The system presented here demonstrates proof of conc&ytusing multiple sensors it may be possible to remove this
of an ambulatory EKG system and has illustrated theompromise. Furthermore, data collected to date suggest
importance of choice of sensor location, and the advantagét it may be possible to gain more information on the
to be gained by incorporating a closed loop driven groun@ieart by viewing an untilled system.

system. Driven Ground The driven ground circuit used for this
There are many further improvements that couldvork was developed and optimized for a Non-contact EKG
be explored and implemented to improve noise system rather than for the single-arm contact EKG

application. The current system is able to maintain good
data from a subject who is walking, but with further
EKG vector studyAs has been shown, the efinement of the techniques, a system is envisaged that

positioning of the sensors around the arm gives accessdgy, cope with a subject engaged in vigorous exercise such
a number of different vectors from the heart, in much thgS running.

same way as different vectors are viewed in 12-lead EKG
systems. To the best of the authors’ knowledge, single arMil. CONCLUSION

EKG signals have not been widely explored to date, anl system has been presented for ambulatory EKG moni-

there is potentially much to be gained by studying corrring using capacitive sensors mounted on a single arm.

elations between conventional leads and what can Ig, careful positioning of sensors and the use of a driven

measured on a single arm. ground, the design presented here demonstrates that a
EMG Study, as mentioned previously, charactpractical single arm EKG solution can be built using Plessey

erization of the signals produced by the arm and should&emiconductors’ EPIC sensors. Ideas for future

muscles during various arm movements would enablenprovements to the system have been suggested.

better decisions to be made on positioning of sensors aqﬁ”. REFERENCES

removal of EMG noise.

Immunity and signal quality. These include the following.
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Electrode designThe rigid metal and titanium [1]
oxide electrodes on the standard EPIC sensors do not
conform well to the contours of the human arm. Plessey
have experimented with some success on the use of coddl Plessey Semiconductors’ Application note:
uctive fabric electrodes in other EPIC applications, and it Noncontact ECG measurement using EPIC.
is anticipated that forming electrodes from a combination =~ Web:www.plesseysemiconductors.com/doc/
of conductive and insulating fabric could produce a system  ?id=291566 (Visited 15:00, March-13, 2013)

wear. controller http://processors.wiki.ti.com/index.php/

EPIC Sensors EZ430-Chronos

Conductive armband feeding back
driven ground signal to arm

Figure 8 : Block diagram showing addition of driven
ground circuit to minimize noise due to static charge
build up.
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A New Generation Automatic Tracking and Monitoring a person
Using FPGA Core

™ (ABSTRACT

V.Thejasree| | Automatic a Person Tracking is a systemhere a person or an commodity can |be
M-Tech(VLSI) tracked using devices that are integrated with Global positioning System (GPS)
Siddhartha institution df | @hd Global Service for Mobiles (GSM).

engineering and When people talk about a “GPS,” they usually meanGPS receivef.
technology | The U.S. military developed and implemented this satellite network as a military
(SIETK),puttur] | navigation system but now let's everyone use the signals. These projects [can be
implemented with hardwamesigned in VLS| FPGA system using Verilog/VHDL.
If a person becomes any importantgmvide them security and contact some-
one in case of emergency. Device can be programmed in such a way that, it one
Email- touch dial but-ton (SOS) wiend alerts call and voice message case of
d:thejasreevardhi@gmail.com | emergency and you can reach to help your loved once. Errant teenagers will
regard them with horror, Automatic location tracking services designed to keep
tabs on their offspring can give peace of mind.

—

Keywords
FPGA controller kit, GPS &GSM modems, LCD Display, Android mobile;
The system has the following requirements

Under the esteemed
guidance of

*  Easy to implement and add functions
K.S.Deveswari M.E. | *  Able to manage many children efficiently
Associate proffeser, | © Adaptive for mobility of children who walk from [home school]

-

Dept of ECE, | * Secure against suspicious individuals
SIETK, Puttu | *  Low cost
*  Portable size

NS

INTRODUCTION automatically give alarm to monitor person. So that monitor

A New generation automatic tracking and monitoring Jersonno need to check and show their mobiles always. It

person is very helpful. The main intentioridsovercome also provides security and ability to contact our dear one in

child kidnapping ,women harassments, mentally case of emergency to them by pressing of SOS button.

disorder people and e.t.dn this Project, person activities Device can be programmed in such a way that, it's one

are programmed in FPGA core by using Xilinx |SE12.Ot°”Ch dial SOS button will send you alerts message and

version and program is developed by VHDL/verilog codeS@ll 0 monitor persons (parent) in case of emergency,

it is always interfacing with GPS and GPRS/GSM module’,nonitoring person can help their loved once and, if person
if a person arrives in desired location it automatically sent? avoid the desired track automatically give alarm to

a SMS to the receiver(monitor person/parent) as well senJionitor person for quick alert and also send message of

the current address location and shown in a g-map(Goodf@ exact location. When monitor person easy to know about

map) by using Android Apps.Into that default programmecﬁheir loved once and take action in time, so that over come

the tracks. If person exceeds/avoiding the desired locatidi®™ danger. This project gives indirectly known
information about a person.
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BLOCK DIAGRAM (NSK GPS with RS 232) GPS and (SIM300)GSM
T T T ering for pren is a compact device integrated with internal Battery, Small
supply . size, long lifetime, mobility and universal configuration of
l R — \ i the device ensures wide spectrum of its application from
|
|

ViuRShsre| LS people tracking, track control to special or secret tasks.

spartan 3 sswicers] | 1 ] GeoFence Function allow to set restricted geographical
Il microphone) | | ! areas and devices will send warning messages whenever
the object crosses the zone.

LCD DISPLAY
Android APPS

Lat: 1257.3698
Long:12378.3698
Android mobile phone is very popular in this world. Eclipse

Server monitoring oom software is used for Creating new app. Person tracking
app is installed in your mobile (android apps will be installed
WORKING PROCEDURE in android 0s). Google map shows the information about
Proposed block diagram is show in the ﬁgure_ This projeéhe person’s location & street and total information. At the
consists of FPGA Controller kit and interfacing, GSM/same time the person’s data are updated to the monitoring
GPRS module, GPS module, android Apps. This controlldterson (parent), all information is automatically collected
used to collection of GPS data and pelt (run very quicklyyia URL (GPRS).Android apps developed by java (j2mobile
the LCD display. GPS module is used to send the pers@glition) language.
tracking data’s to monitoring person, it is find out theGPS modem

accurate (current) location. GPS USAGES: Localization, Tracking, Maps,Time mea-
surement

S0S
Button

Each GPS satellite transmits radio signals that
enable the GPS receivers to calculate where it's location
on the Earth and convert the calculations into geodetic
latitude, longitude and velocity. A receiver needs signals
from at least three GPS satellites to pinpoint your position.

=
=
=
=
=

GPS Receivers commonly used in most tracking
systems can only receive data from GPS Satellites. They
cannot communicate back with GPS or any other satellite.
A system based on GPS can only calculate its location but
Figure : FPGA Controller cannot send it to central control room.

In the FPGA controller contained Person tracking>SM modem

activities (such as (1) Go to worship god.(2).Go tqNSK GPS with RS 232) GPS and (SIM300) GSM the
Park.(3).GO to relatives house.(4). Go to cinema and etCG)SM Modem Supports popula@\T ” command set so that
are programmed by using Hardware designed in FPG{sers can develop applications quickly. The GSM module
system using Verilog/VHDL code. . Xilinx software is s interfacing with FPGA and implemented by using AT

mostly easy development tool for FPGA Core applicationgommands to initiate and send the information (message)
This module is implemented in VHDL/Verilog coding to Mobile phones.

LCD Display unit is shows the longitudes and
latitude values (of GPS) of a person, and GSM/GPRS sends
sms text alert message automatically to monitor person
(parent). Receiver can monitor in android apps mobile /
computer. If a person becomes important to provide a
security and contact someone in case of emergency. Device
can be programmed in such a way that, it one touch dial
button (SOS) will send alert message and call to monitor
parson, and they lift call and listen what they said and F
surroundings actions is going on. In case of emergency igure:
and you can reach to help your loved once. Figure: GPS modem
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This data also send to the control room & parent  motorcyclists or bird watchers may be monitored to

via SMS/call. In android mobile displays the latitude, ensure their safety

longitude value and address of current location (point oyt
the current location in the gmap). GSM Modem provides
full functional capability to Serial devices to send SMS and

Affordably protect your car, horse box or boat from
theft. even if there’s no electricity (use a solar panel)

Data over GSM Network. If press the sos buttorf  Provide peace of mind to kids by letting them know
automatically call go tawontrol Roomor corresponding where their parents are Find your miss-ing phone

parent number .They lift call and listen what is happening,
surrounding of your loved one and Control room every one
10 min’s once taken for backup’s so you protect your child

Vulnerable people who want a panic but-ton that will
allow help to find them

from incidents ‘and know information about condition of Conclusion

your loved once. Real time implementation is very
effectively in this project. Android apps another
implementation it inform itself (text to speech).

A New generation automatic tracking and monitoring a
person is very helpful to us.The main intention is person
activities are programmed in FPGA core, it is always

Hardware requirement interfacing with GPS and GPRS/GSM module, if a person

arrives in desired location it automatically send a SMS to

FPGA controller kit the receiver as well represented the current address of

2.  GPRS/GSM module (sending and receiving the datggcation in a g-map by using AndroidApps. It also provides
3.  GPS module (find out location) security and ability to contact our dear one in case of
: . : . emergency. Device can be programmed in such a way
4. Display unit (LCD display shows lati,long values Ofthat, it's one touch dial SOS button will send you alerts and
gps) call you in case of emergency and you can help your loved
5. Android apps mobile phone (for showing-map andnce and if person is avoid the desired track automatically
monitoring) give alarm to monitor person for quick alert and also send
oo message of its exact location. When monitor person easy
6. DATA,backup E_ind mon.ltorl.ng purpose used for I:)Cto know about their loved once and take action in time so
Software’s used in Application that over come from danger. This project gives indirectly

*

*

*

Applications include

*

*

android SDK packages(4.0) (Eclipse Helios) known information.

XILINX ISE 12.1i version(writing for VHDL/Verilog Output demo
code) T

emulator (android apps checking simulation )

4B ;;

Parents use it as a child tracker or child locator

Families monitor loved ones, particularly those who -
wander, such as people with dementia, Down's
syndrome or people who sleepwalk

-

People who venture into remote locations, eg. hors
riders, cyclists, canoeists, runners,
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Distance Analysis and Secure Smart Banking Using Central FPGA

™ (ABSTRACT

MADAMBAKUSURESH | apstract - Automated teller machines (ATMs) are well known devices typically
M.Tech VL$I | used by individuals to carry out a variety of personal and business financial
System Desig transactions and/or banking functions. ATMs have become very popular with the
AITS, Rajampe general public for their availability and general user friendliness. ATMs are [now
found in many locations having a regular or high volume of consumer traffic.
Kadapa(DT) ror example, ATMs are typically found in restaurants, supermarkets, Conveience
stores, malls, schools, gas stations, hotels, work locations, banking centers,
madambakusesh@amail.com | &rports, entertainment establishments, transportation facilities and a myriad of
other locations. This has added new capabilities and features, however, most of
the time, the implementations are proprietary and networking is not always possible.
Yet there is an increasing demand for smart banking, where appliances|react
Mr. J.CHINNA BABU, automatically to changing environmental conditions and can be easily contfolled
Assistance Professor,| through one common device. This paper presents a possible solution whereby the
Dept: ECE| | user controls devices by employing a central Field Programmable Gate Array
. (FPGA) controller to which the devices and sensors are interfaced. Control is
AITS, Rajampe communicated to the FPGA from a mobile phone through its GSM interface. |ATMs
Kadapa (DT are typically available to consumers on a continuous basis such that congumers
have the ability to carryout their ATM financial transactions and/or banking
functions at any time of the day and on any day of the week.
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INTRODUCTION card cash advances) and check their account balances as

A automated teller machine (ATM) or the automaticwell as purchase cell phone prepaid credit. If the currency

banking machine (ABM) is a computerized telecommubeing withdrawn from the ATM is different from that which
nications device that provides theclients of a financiathe bank accountis denominated. Thus, ATMs often provide
institution with access to financial transactions in a publithe best possible exchange rate for foreign travelers and
space without the need for a cashier, human clerk or baake heavily used for this purpose as well.

teller. On most modern ATMs, the customer is identified .
ATMs are known by various other names

by inserting a plastic ATM card with a magnetic stripe or, _ _ _
_ . _ _ _ including Automated Transaction Machine, automated
a plastic smartcard with a chip, that contains a unique card ) S _
o . . .banking machine, cash point (in Britain), money machine,
number and some security information such as an expiration
date . Authentication is provided by the customer enterin%ank machine, cash machine, hole-in-the-wall, Banc mat (in

a personal identification number (PIN). various countries in Europe and Russia), Multibank (after

_ _ a registered trade mark, in Portugal), and Any Time
Using an ATM, customers can access their banK/loney (in India)

accounts in order to make cash withdrawals (or credit
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. THE CHARACTERISTICS OF THE automatically and send alarm to the credit card owner.

SYSTEM DESIGN The block diagram of hardware design is shown in figurel.
B. Software design
E The design was component of three parts included
! \\ j-_'_‘_"'_ o the design of main program flow chart, the initializing ones,
e \*{ h and the algorithm of face detection recognition flow chart.
: : This system of software is implemented by the

r! steps as follows: first of all, the Linux kernel and the File
tw ey . system are loaded into the main chip. The next, the system
izl

is initialized to implement specific task, such as checking

‘ ATM system, GSM communication and so on, and then
each module reset for ready to run commands. Before

bata . using ATM terminal, the mobile number and face detection
| | } e of the customer is required.

sy i
. L §
Imag- F”th?t Deteccti-F=N ¢ {mar-

. . on ion
Mobile Section:

|

K

>

Switching
; ; Facial
Face Facial Hlumin Eeature
Recogn- Featuren= ation Locali
ition Extrac- Normal{¥ za-tion

Automated functions through image processing Unit
Transaction based on subscriber identity module Security
maintenance by behavior recognition Effective mobile
communication for entire process Alert module for
preventing illicit transactions Each process intimated by _ _ _
voice annunciation module Mobile scanning device scans ~_ First the system is required the owner’s face
SIM number through GSM Modem Which data given todetection. If all the recognition is right, the system would
the Teller machine for further processing At the same tim&€nd password to the Account holder and he will enter the
web camera captures the images and comparing usifg§me password in touch screen for accessing the ATM
digital signal processing If images and PIN number aréerminal. If Authentication Failure then it send the alert
same then further processing continued Otherwise it givédessage to the Account holder and Bank. The overall flow
alarm through Alert module Each processing informatioghart of software is shown in

tion ization

Figure 2 : Flow diagram for face detection

produces by In the process of inputting face detection, the
. HARDWARE DESIGN AND SOFTWARE implement which is a linear sensor that captures face
DESIGN detection images by sweeping the face over the

) _ . _ sensing area, will used for acquiring the image of face
The design of entire system consisted of two part whiCeection. This product embed true hardware based 8- way
are hardware and software. The hardware are designgd,igation and click functions. The face detection

by the rules of embedded system, and the steps of SOftWagg, mation will be temporarily stored in SRAM and upload

?(;)”r(';\'lzted of three parts. The more details are shown 5 the remote image data server to compare through

_ bank network. The result of process will fpga. to the
A. Hardware Design Account holder and he will enter the same password in

Before using the ATM terminal, the client's feature will l0UCh screen for accessing the ATM Terminal. If
be connected to the remote face detection image datduthentication Failure then it send the alert message to
erver to match face detection image data with the master§1€ Account holder and Bank. The overall flow chart of
if the result isn’t correct, the system will call policeSOftware is shown in 3.
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2) The design of face detection image enhan-

cement
Look Up
Table Face detection module is an extremely important part of
the system, the high-quality images was the major factors
of influencing the performance in the system. The algorithm
of face detection based on the algorithm of Gabor and
direction filter was used. Face detection enhancement
: Face algorithm based on Gabor filter could be better to remove
¢—— !dentificat- noise, strengthen the definition between the ridge and
Output 1on valley, it could significantly improve the image

enhancement processing capacity, but this algorithm was
slow in dealing with the high capacity requirements.

GSM

Global System for Mobile Communications ( GSM:
originally from Group Special Mobile) is the most popular
standard for mobile phones in the world. Its promoter, the
GSM Assaociation, estimates that 82% of the global mobile
market uses the standard GSM is used by over 2 billion
The initializing process means that set the hardwargeople across more than 212 countries and territories. GSM
and software and then start the multiple mission moduleliffers from its predecessors in that both signalling and
each module will be started according to the prioritgPeech channels are digital call quality, and thus is

processes. At first, initialize the system clock, and execufPnsidered a second generation (2G) mobile phone system.
. . This has also meant that data communication was built
the codes of open interrupt and the open interrupt task

_ Into the system using the 3rd Generation Partnership Project
Then, the system would judge and enter process Picpp). GSM also pioneered a low-cost alternative
module. finally, the system would start to attempto voice calls, the Short message service. GSMis a digital
multiple tasksThe initializing flow chart is shown in mobile telephone system that is widely used in Europe
figure 3. and other parts of the world.

Figure 3 : The flow chart of Face Detection Unit

GSM uses a variation of Time Division Multiple
Access(TDMA) and GSM is the most widely used of the
The design of algorithm based on face detection is so vittiiree digital wireless telephone technologies (TDMA,
for the whole system. We would approach two steps t§SM, and CDMA). GSM digitizers and compresses data,
process the images of fingerprint then sends it d0\_/vn_ a channel with two other stream_s of

' user data, each in its own time slot. It operates at either
1) The detail of face detection process the 900 MHz or 1,800 MHz frequency band. GSM is the

de facto wireless telephone standard in Europe. GSM has

The first step was the acquisition of face detection imaggver one billion users worldwide and is available in 190
by above device mentioned in the algorithm, and the resuligyntries.

could bg sent to. the foIIowmg process. secor.ldly, P'8achnical details
processing the images acquired. After obtain the face

detection image, it must be pre-processing. Generally, prg-swI S a c_eIIuIar netw_ork, which means that m.oblle p.h.of‘es
connect to it by searching for cells in the immediate vicinity.

processing of one’s is filtering, histogram computing,imag%SM networks operate in four different frequency
enhancement and image binarization. Lastly, theanges.

characteristic value was extracted, and the results of thg,st GSM networks operate in the 900 MHz or 1800 MHz
above measures would be compared with the informatiaiands. Some countries in the Americans(including Canada
of owner’s face detection in the database so as to verifind the United States) use the 850 MHz and 1900 MHz

whether the character is matched, and then the systdi@nds because the 900 and 1800 MHz frequency bands
returned the results matched or not. were already allocated. The rarer 400 and 450 MHz

C. The design of face detection algorithm
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frequency bands are assigned in some countries, notalbhFFERENCES

Scandinavia, where these frequencies were previously US(?L
for first-generation systems. [

The Future of GSM

GSM together with other technologies is part of an evolution
of wireless mobile telecommunication that includes Highf2]
Speed Circuit-Switched Data(DSCSD), General Packet
Radio System (GPRS), Enhanced Data rate for GSM
Evolution (EDGE), and Universal Mobile Telecomm-
unications Service(UMTS).

CONCLUSIONS [3]

The implement image-recognition technigues that can
provide the important functions required by advanced
intelligent ATM Security, to avoid theft and protect the usagé‘l]
of unauthenticated use&ecured and safety environment
system for automobile users will be provided by
implementing this project. We can predict the theft by using
this system in our day to day life.
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Built - in Self Testing of High Performance and Low Power VLSI
Circuits Using Accumulator Based 3 - Weight Pattern Generation

™ (ABSTRACT

P. Kullaya Swamy, | High performance, Low hardware overhead and fault coverage of a ¢ it is
M.E. Dinakar vital problem in Very Large Scale Integrated circuits and systems. To ¢ [come
ECE Department this problem_Pseudorandom _Built_-in Self Testing (BIST) generation schemes have
been used in Integrated Circuits mostly. Generally Pseudorandom Pattern
IIT College of| | Generators (PRPG) is used for generating test patterns (TPG).In the proposed
Engineering | | gystem Weighted Pseudorandom BIST methods have been utilized in ofder to
Anantapur, India| | minimize the number of test vectors to achieve complete fault coverage in BIST
applications. Weighted sets comprising three weights, namely 0, 1 and 0.5 have
been successfully utilized so for, for test pattern generation. Since, they result in
both low consumed power and low testing time with high performance of the
circuits. The proposed method generates a set of patterns with three weights 0,
0.5, and 1 using accumulator. Accumulators based on addition or subtrgction
can be used as test pattern generators, since these are commonly available in
every current VLSI chips. This method can be efficiently utilized to drive down
the hardware of BIST pattern generation as well. Automatic Test Pattern Generation
(ATPG) generates the pseudorandom vectors for a benchmark circuits by| using
3-weight pattern generators. Thus, in the proposed method number of test yectors
are minimized with maximum fault coverage.

Key words VLSI testing, Built-in self-test (BIST), Circuit Under Test (CUT), Test
Vectors (TV), Weighted test pattern generation.

RN

. INTRODUCTON expected ones. Ideally, a BIST scheme should be easy to
. ... _implement and must provide high fault coverage.
Advances in VLS| technology have led to the fabricationg o, orandom built-in self-test (BIST) generators have
of chips that Cf’”ta'” avery large number of tran_5|sto'r:been widely utilized to test integrated circuits and systems.
_The task of testing such a chip to verify gorrect functlgnallt)ﬁ-he arsenal of pseudorandom generators includes, among
is extremely complex and often very time consuming. Ir?)thers, linear feedback shift registers (LFSRs) [1], cellular

addition to the problem of testing the chips themselves, t%tomata [2], and accumulators driven by a constant value
incorporation of the chips into systems has caused te&[

_ _ _ ]. For circuits with hard-to-detect faults, a large number
generations cost to grow exponentially. A widely acceptef¢’ o patterns have to be generated before high fault

gppr_oach to deal W_ith the testing problem at thg_ chip _Iev%loverage is achieved. Therefore, weighted pseudorandom
is to |'ncorp(_)rate Built-In-Self-Test (I_3IST) Capab'",t_y'ns'detechniques have been proposed where inputs are biased
a chip. Built- In-Self-Test (BIST) is the capability of a by changing the probability of 8’0’ or a ‘1’ on a given input

circuit to test itself. BIST is a design technique in whichy 1,  5'(for pure pseudorandom tests) to some other value
parts of a circuit are used to test the circuit itself. BIS 10], [15]

represents a merger of the concepts of built-in test (BIT) _ _

and self- test. This increases the controllability and the  Weighted random pattern generation methods
observability of the chip, thereby making the test generatidi¢lying on a single weight assignment usually fail to achieve
and fault detection easier. The test patterns and tif@mPplete fault coverage using a reasonable number of test
expected responses of the circuit under test (CUT) fatterns since, although the weights are computed to be

these test patterns are used by automatic test equipméHttable for most faults, some faults may require long test
(ATE) to determine if the actual responses match thg€duences to be detected with these weight assignments
if they do not match their activation and propagation

- National Conference Proceedings : Advanced Communication Systems and Applications




requirements. Multiple weight assignments have beepatterns having one of three weights, namely 0, 1, and
suggested for the case that different faults require differeft5 therefore it can be utilized to drastically reduce the test
biases of the input combinations applied to the circuit, tapplication time in accumulator- based test pattern

ensure that a relatively small number of patterns can deteggneration. However, the scheme proposed in [11]
all faults [4]. Approaches to derive weight assignmentpossesses three major drawbacks: 1) it can be utilized only
for given deterministic tests are attractive since they hava the case that the adder of the accumulator is a ripple
the potential to allow complete coverage with a significanthcarry adder; 2) it requires redesigning the accumulator;
smaller number of test patterns [10]. In order to minimizehis modification, apart from being costly, requires redesign

the hardware implementation cost, other schemes basefithe core of the data path, a practice that is generally
on multiple weight assignments utilized weights 0, 1, andiscouraged in current BIST schemes; and 3) it increases
0.5. This approach boils down to keeping some outputs dklay, since it affects the normal operating speed of the
the generator steady (to either O or 1) and letting thadder.

remaining outputs change values (pseudo-) randomly In this paper, a novel scheme for accumulator-

(weight 0.5). This approach, apart from reducing thgzseq 3.weight generation is presented. The proposed
hardware overhead has beneficial effect on the consumeggheme copes with the inherent drawbacks of the scheme
power, since some of the circuit under test (CUT) input§ qposed in [11]. More precisely: 1) it does notimpose any
(those having weight O or 1) remain steady during the,q,irements about the design of the adder (i.e., it can be
specific test session [30]. Pomeranz and Reddy [§},piemented using any adder design); 2) it does not require
proposed a 3-weight pattern generation scheme relying g magification of the adder; and hence, 3) does not affect
weights 0, 1, and 0.5. The choice of weights 0, 1, and O gperating speed of the adder. Furthermore, the proposed
was done in order to minimize the hardware implementatiofy.peme compares favorably to the scheme proposed in

cost. Wang [8], [13] proposed a 3-weight random patterpy 1] and [22] in terms of the required hardware overhead.
generator based on scan chains utilizing weights 0, 1, and

0.5, in a way similar to [5]. Recently, Zhaeg al. [9] _ _ .
renovated the interest in the 3-weight pattern generatidd€ 1déa underlying the accumulator-based 3-weight
schemes, proposing an efficient compaction scheme f@€neration is presented. In Section llI, the design
the 3- weight patterns 0, 1, and 0.5. From the above waethodology fco generate the 3-we|gh_t patterns utilizing an
can conclude that 3-weight pattern generation based\ gcumulator is presented. In- Section IV, the proposed
weights 0, 1, and 0.5 has practical interest since it combing&€éme is compared to the previously proposed ones.
low implementation cost with low test time. Current vLs| Finally, Section V concludes this paper.

circuits, e.g., data path architectures, or digital signdl. ACCUMULATOR-BASED 3-WEIGHT

processing chips commonly contain arithmetic modules  pATTERN GENERATION

[accumulators or arithmetic logic units (ALUS)]. This has _ _

fired the idea of Arithmetic BIST (ABIST) [6]. The basic We_ shall illustrate the |d_ea of an accumulator- based 3-
idea of ABIST is to utilize accumulators for built-in Weight pattern generation by means of an example.
testing (compression of the CUT responses, or generatidt US con_3|der_the test set for the c17 ISCAS benchmark
of test patterns) and has been shown to result in lol#2], [31] givenin Table I.

This paper is organized as follows. In Section Il,

hardware overhead and low impact on the circuit normal Test vector | Inputs A[4:0]
operating speed [22]- [27]. In [22], Muniehal.presented % 8%(1)(1)
an accumulator- based test pattern generation scheme that T3 10010
compares favorably to previously proposed schemes. T4 11111

In [7], it was proved that the test vectors TABLE 1

generated by an accumulator whose inputs are driven by a
constant pattern can have acceptable pseudorandom

TrRUTH TABLE OF THE FuLL ADDER

RS . . #[Cin[A[][B[][S[]]C, Comment
characteristics, if the mp_ut_ pattern is properly selecte_d. 170 1o 1o 1o To
However, modules containing hard- to-detect faults still 20 [0 |1 |1 |oO Cou =Cin
require extra test hardware either by inserting test points 3[o |1 o [1 [o c,=C,
into the mission logic or by storing additional deterministic 4/0 |1 |1 [0 |1
test patterns [24], [25]. In order to overcome this problem, 51 10 10 1 10
. . 6/1 |0 |1 |0 |1 c., =C
an accumulator- based weighted pattgr@neration ot — i
, 711 |1 Jo Jo |1 Cou =Cin
scheme was proposed in [11]. The scheme generates test s T T T Tt
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D B[i]
S
A
Coutf
Setli]
Reset[i] o

Ali]
Fig.1: Accumulator Cell

Starting from this deterministic test set, in order
to apply the 3-weight pattern generation scheme, one of
the schemes proposed in [5], [8], and [9] can be
utilized. According to these schemes, a typical weight
assignment procedure would involve separating the test
set into two subsets, S1 and S2 as follows: S1={T1, T4}
and S2= {T2, T3}. The weight assignments for these
subsets is W (S1)= {-,-,1,-,1} and W (S2)= {-,-,0,1,0}
where a “-“ denotes a weight assignment of 0.5, a “1*
indicates that the input is constantly driven by the logic
“1” value, and “0” indicates that the input is driven by
the logic “0” value. In the first assignment, inputs A[2]
and A[0] are constantly driven by “1%, while inputs
A[4], A[3], A[1] are pseudo randomly generated (i.e.,
have weights 0.5). Similarly, in the second weight
assignment (subset S2), inputs A[2] and A[O] are constantly
driven by “0”, input A[1] is driven by “1” and inputs A[4]
and A[3] are pseudo randomly generated.

The above reasoning calls for a configuration of
the accumulator, where the following conditions are met:
1) an accumulator output can be constantly driven by “1”
or “0” and 2) an accumulator cell with its output constantly
driven to “1” or “0” allows the carry input of the stage to
transfer to its carry output unchanged. This latter condition
is required in order to effectively generate pseudorandom
patterns in the accumulator outputs whose weight
assignment is “-".

. DESIGN METHODOLOGY

scheme is based on the full adder truth table, presented

Table Il. From Table Il we can see that in lines #2, #3, #69“

and #7 of the truth table,&tyT = CIN . Therefore, in

order to transfer the carry input to the carry output, it islrives the CUT inputs when A[i] =0

B[i]=0

S R _l
A A r
Cout=Cin «
FA  |&——Ci,
S[i]¢
D
SR
Set[i]=1 1
Reset[i]=0 o Al]=1
B[i]=1
S R _l
A A
Cout=Cin «
FA |l&——C;,
Slil §
D
SR
Set[i]=0 ‘PT
Reset[i]=1 '._
o | Bl
S R
A A
Cot <
FA — Cin
S[i]
D ——
S R
Set[i]=0 . I |
Reset[i]=0 —e A'[i]

(©)

Fig.2: Configurations of the accumulator cell of
Fig.1

In Fig. 2(a) we present the configuration that drives
The implementation of the weighted-pattern generatiof!® CUT inputs when A[i]=1 is required. Set[i] =1 and

Reset[i] =0 and hence A[i] =1 and B[i] = 0 . Then the
tput is equal to 1, andG is transferred t&OUT

In Fig. 2(b), we presentthe configuration that

is required.

enough to set Afi]= NOT(B][i]). The proposed scheme isSet[i]=0 and Reset[i]=1 and hence A[i]=0 and B[i]=1.

based on this observation.
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Then, the output is equal to 0 ang\ds transferred to A. Comparisons with [11]

CouT. The number of test patterns applied by [11] and the proposed
In Fig. 2(c), we presentthe configuration that scheme is the same, since the test application algorithms
drives the CUT inputs when AJi] =“-"is required. Set[i]=0 that have been invented and applied by previous
and Reset[i]=0 . The D input of the flip-flop of register B researchers, e.qg., [5], [8], [9] can be equally well applied
is driven by either 1 or 0, depending on the value that willwith both implementations. Therefore, the comparison will
be added to the accumulator inputs in order to generatbe performed with respect to: 1) the hardware overhead
satisfactorily random patterns to the inputs of the CUT. and 2) the impact on the timing characteristics of the adder

In Fig. 3, the general configuration of the®f the accumulator.
proposed scheme is presented. The Logic module provides Both schemes require a session counter in order
the Set[n-1:0] and Reset[n-1:0] signals that drive the ® alter among the different weight sessions; the session
and R inputs of the Register A and Register B inputs. Noteounter consists of Iggk bits where k is the number of
that the signals that drive the S inputs of the flip-flops otest sessions (i.e., weight assignments) of the weighted
Register A, also drive the R inputs of the flip-flops oftest set. The scheme proposed in [11] requires the redesign

Register B and vice versa. of the adder; more precisely, two NAND gates are inserted
) in each cell of the ripple-carry adder. In order to provide
A gl 2 the inputs to the set and reset inputs of the flip flops,
' decoding logic is implemented, similar to that in [8]. For
S the proposed scheme, no modification is imposed on the
=7 | e L adder of the accumulator. Therefore, there is no impact
3 = | T3 ’?dder T Il‘_ on the data path timing characteristics. In Table Il we
B : present comparison results for some of the ISCAS'85
w Register A benchmarks. In the first column of Table IIl, we present
E5|[e : the benchmark name; in the second and third columns we
2 § E" | present the hardware overhead of the accumulator-based
£2° — N E— scheme proposed in [11] and in this work, respectively; in
A [n‘_’1] A [‘5-2] AL0] the fourth column we present the decrease of the proposed

scheme over [11]. In the fifth through the seventh columns,

we present the delay of the adder in terms of number of
The implementation of the proposed weightedgates that the carry signal has to traverse, from the CIN

pattern generation scheme is based on the accumulat@put of the adder (lower stage full adder cell) to tog G

cell presented in Fig. 1, which consists of a Full Addebutput (higher stage full adder cell), as well as the

(FA) cell and a D-type flip-flop with asynchronous set andtespective decrease obtained by the proposed scheme.

reset inputs whose output is also driven to one of the fUlicircyit THardware overhead | Delay from C,, to C,,

Fig.3: Proposed Scheme

adder inputs. In Fig. 1, we assume, without loss of generality; Ripple) | (prefix)
that the set and reset are active high signals. In the salMRame | [22] | Pr de |[1] pr | de |pr de
figure the respective cell of the driving register BJi] is Op. . op. | .. |op cr.
also shown. For this accumulator cell, one out of threec8080 | 41% | 8% 81% | 240 180 24 9%
configurations can be utilized, as shown in Fig. 2 C1355 | 28% | /% 74% | 164 123 22 8%
c1908 | 13% | 3% 77% | 132 99 21 84%

V. COMPARISONS c%670 | 3% | 8% 75% | 932 699 |20% 32 97%
_ _ _ _ c3B40 | 11% | 5% 57% | 200 150 23 8%

In this section, we shall perform comparisons in three ¢5315 | 17% | 2% 90% | 712 534 30 96%
directions. In Section IV-A, we shall compare the proposedc7552 | 17% | 4% 75% | 828 621 31 96%

scheme with the accumulator based 3-weight generation TABLE Il COMPARISONS WITH [11]
scheme that has been proposed in [11]. In Section IV-B,
we shall compare the proposed scheme with the
weight scan schemes that have been proposed in
and [8]. In Section IV-C, in order to demonstrate th
applicability of the proposed scheme we shall compare tf{

proposed scheme with the accumulator- based test patté _
generation scheme proposed in [22]. —#tgatesfromC, toC,,; —)we have considered both

) In Table Ill, the hardware overheads are
Iculated in gate equivalents, where an n-input NAND
rNOR accounts for 0.5 __gates and an inverter accounts
r 0.5 gates, as proposed in [8]. For the calculation of

delay in the adder operation (columns under heading
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ripple carry and prefix adder implementations. For the| cut ~ Pomeanz[5] Wang [§]
comparisons of the ripple carry adder implementations We'gh'”gﬂft;;i;” counter+ Deco'aFrZFf;gm Proposed
the adder cell utilized in [11] is considered; in the cell Scan counta=
presented in [11], initially the delay from the\Cto CoyT Total

: . |80 5 47 | 47 | 99 |47| 6 47 100| 27
_of the add_e_cell is two NAND_gates and one XOR gate; e BB & [5Bl6 5 %2 =
in the modified cell proposed in [11], the delay isincreased cis08 0 40 | 40 | 80 |40| 2 40 82 23
to three NAND and one XOR gate; we have considered 256518 532 ?é ?é %628 ?é 32 Sg ﬁi 17031
thal_t the delay of a NAND gate _is one gate quivalent =35 0 0 T60 120 Teol 7 60 1271 39
while the delay of an XOR gate is two gate equivalents)c7ss2 1134 | 62 | 62 | 1258 | 62|66 62 190| 139

Since the implementation of the proposed scheme does. Comparisons with [22]

not _rely on a specific adf’ef de5|gn: the utilization of qn [22], Munichet al. proposed a methodology to reduce
prefix adder can result in impressive results. For the

. . the total test tim ing an accumulator- heme.
calculation of the delay of prefix adders, the formula € lota € using ccumulator-based scheme

obtained by [29] is utilized, where the delay is of the orderThe scheme operates in test_ Sessions b_ased on triplets of
. the form (S, I, L), where S is the starting value of the
4 * logz n, where _ is the number of the adder stages. . . :
accumulator, | is the increment, and L is the number of

From Table Ill, we can see that the proposed scheme . : . .
: : ycles the increment is applied before going to the next

results in 57%-90% decrease in hardware overhea . ) -
. ) L : . session. For the comparisons we have utilized the data

while at the same time achieving a decrease in operatlonrfl

delay overhead that ranges from 84% to 97% for therom [22, Tablg 1. an_d have considered that the
g seeds are stored in a ROM; for the hardware calculation
considered benchmarks.

we have considered that a ROM bit is equivalent to %
B. Comparisons with Scan-Based Schemes [5], [8] gates, as has been also considered in [20] and [32]. The
comparison data for some of the ISCAS'85 and ISCAS'89

Since the test application algorithms that have bee .
. . benchmarks are presented in Table V, where the same
invented and applied by [5], [8], and [9] can be equall3fault coverage, i.e., 100% is targeted.

well applied with the proposed scheme, test application

time is similar to that reported there. Therefore, the TABLE V C%IggAPngggS”\\lN[g; THE SCHEME
comparison will be performed with respect to hardware r— 5 : —

overhead. In the 3-weight pattern generation scheme egﬁcﬂi?r hw | #inp teis[ ]h/w #&020 hw
proposed by Pomeranz and Reddy in [5] the scan chain i ¢880 B3 | 60 | 1112 36 | 768 27

driven by the output of a linear feedback shift register ngg 5“48 gé é‘llgg gg iggg gg
o . c 83
(LFSR). Logic is inserted between the scan chain and the 567 1193 | 157 | 1962 1386 | 4096 101

CUT inputs to fix the outputs to the required weight (0, c 3540 1669 | 50 | 2167 31 | 1536 73

0.5, or 1). In order to implement the scheme [5], a scan- C%ég g‘g ;g ;gig 11089% iggg 13399
. . C
structure is assumed. Furthermore, an LFSR required tq 5375 1004 | 214 | 2078 791 | 5120 47

feed the pseudorandom inputs to the scan inputs is| s9234 2027 | 247 | 14803 4763 | 11264 181

implemented (the number of LFSR stages is Ingwhere S13207 | 2573 | 700 | 14476 7497 | 12288 61
< th ber of I I ol 515850 | 3448 | 6Ll | 14902 16438 21504 159
n is the number of scan cells), as well as a scan counter, waras | 11448 | 1464 | 8449 26035 | 16384 82

common to all scan schemes. A number of 3-gate modules Average values 5744 5042 | 6848 81
is required for every required weighted input (in [5, Table Wang [8] proposed a low-overhead 3-weight

V], the hardware overhead is calculated for the ISCAS’86andom BIST scheme, again based on scan chains. He
benchmarks). proposed two schemes, namehrial fixing BISTand

parallel fixing BIST Serial fixing scheme is shown to be
TABLE IV COMPARISONS WITH THE SCAN  more costly [8]; therefore we shall concentrate our
SCHEMES ROPOSED IN [5] and [8]: the LFSR comparisons to the parallel fixing BIST scheme. For an n-
implementation. In order to calculate the numbers in thenput CUT and, assuming the availability of the scan chain,
second column, we utilized the data found in [5, Table V]the hardware overhead, apart from the LFSR to generate

For the scheme in [8], the LFSR, the scan counter and tffe€ PSeudorandom inputs and the scan counter, includes a
decoding logic are required; the hardware overhead f godmg logic The hardware overhead OT the decodm_g
the decoding logic has been quoted from [8, Table I] ogic for some of the ISCAS benchmarks is calculated in

[8, Table I]. All schemes require the application of the
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session counterrequired to alter among the different schemes results in lower hardware overhead. Finally,
weight sessions. Schemes proposed in [5] and [8] are testmparisons with the accumulator-based scheme proposed
per scan schemes, and, of course, assume the existencmofl22] reveal that the proposed scheme results in

scan capability of the latches of the design.

significant decrease (98%) in hardware overhead.

In Table IV, we have presented arithmetic resutsSREFERENCES
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/ABSTRACT

Today's microprocessors have need to operate at very high 10 speed to fer the
ever increasing computation need, so characterizing these 10’ in a quick efficient
and accurate manner is needed for us. The paper involves studying Transmitter
(Tff)and Receiver(Rj)bIocks of memory interface of CPU and develop methods

to characterized these 10, suitable feedback to design is provided after anglyzing
the data and receiving with design. In this paper involves some analog analysis
and design. Here it needs some software tool to implementation. This paper
implements new method to increase the speed of the 10 operations of the memory
interface of CPU. This contain the usage of the NIDAQ6008 and analog design
and the circuit design concepts and here it deals with the calculation of the R
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term, Pull-up, Pull-down resistors and Jitter and the de-embedding of the signal
Belgaum I
0SS.
o\
I.  INTRODUCTION This survey indicates how this paper is appropriate

The semiconductor technology is growing in a faster raf Increase the performance with respect to the cost and
in the world this is due to the Moore’s law. The major thingP€€d from the below graphs. The variation in the time
in this is many issues due to uncertainties they may be tABeNt and the cost is given in the different plots as below

speed, area and may be the 10 issues. To speed up |thgmber o | Totd | Thetimeafter | Time before | Total cost in$k
. . switches | costin| theparald paralel after parallel
mechar_nsm generglly we p_refer_ parallel technique. Hefe aqpins | s technique technique tech
the main use of this paper is to increase the performance (estimeted) (esti mated)
16 $32 1 16 $2
and reduce the cost of the setup. o 64 > o o
; ; : 48 $96 3 48 $6
ThI.S paper is used to .enhance the design for the = 3128 a & %
IO analysis of the memory interface of the CPU anfd 80 $160 5 80 $10
% $192 6 9% $12

develop the high speed IO characterization methods-
Actually here we are to design the new setup the will reduce
the cost around some dollars. And as per the time it will
reduce by a factor of 1f8neans the speed is increase by

a factor of 8 of the previous speed.

ll. LITERATURESURVEY

This paper is about how advantage it is when compare fogurel: The plot of the cost and time with respect to

the older version. And this is increase the speed of the IO
operation and save the money in order of thousand dollars

switches and pins for older design.

11 N rureksr of waclohe ed
and save time to IO operation. Previous they are supposed
to use the serial data acquisition devices but now we are s '._ T I l I l Wbars bafcen panale
implemented parallel data acquisition methodology to reach R s o e

our requirements.

Figure2: Comparison in terms of time.
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1) current that is fed from that resister so our circuit acts as

| # rumar of mackcha ad a current sink. The main parts of the design is
[- L1
103 T 1. National Instruments USB-6008
= 2. Differential Amplifier(DA)
& .'ﬂ‘ﬂm Lk 1o E i 1ET Dol [ TEBE
e T i 3. Constant current source’s
=l
4. \oltage follower

Figure3: The plot of the cost and time with respect to

switches and pins for new design (estimated) - Relays
A. National Instruments USB-6008
S300
W o The NI USB-6008 provides connection to eight single-ended

7 T analog input (Al) channels, two analog output (AO)
S 1L hH pheslalied channels, 12 digital input/output (DIO) channels, and a 32-

L II l| l rarabur of smsitrkes ard bit counter with a full-speed USB interface.

gr) oS = = = = ‘= .. oy
1 2 345§ 7E5%W Firmware

Figure4: Comparison in terms of cost. The firmware on the NI USB-6008 refreshes whenever
the device is connected to a computer with NI-DAQmX.
ll. NEWMETHODOLOGY NI-DAQmMx automatically uploads the compatible firmware
This is the block diagram of the new design. Here we aneersion to the device. The firmware version may be
using the NI USB 6008 for the interface between the P@pgraded when new versions of NI-DAQmXx release.
and the PCB of the constant current source design. The pin out of the NI USB-6008. Analog input

8 Analog inputs (0.7) signal names are listed as smgle—(_ended analog input name,
Al x, and then differential analog input name, (Al x+/-).
V10 Tooms © O

PE10 8 & External 2

T Buffers : 5| Vbus Power 3

<> 400 . Fi) i "| Supply %

> O 2 E

NIl USB -DA i USB Microcontroller 3}

PC 6008 . [V 10 loos | @ ] — &
V to lconst o o

_A%:l ’ . 8 2 =

. t &7 1 £

[ ]

12 8 Channel S

> _@ 12/14b ADC >

. . - <0.7>_ |5
oigwsgrdlorte e Ampiter g 1
. - . — 9
Figure5: Block Diagram of New Design. [ 120DAC T AOT b5
- . oo

Here we need to find out the ON Resistance of [120DAC |~ AOT N5

the pull up and pull down resister of the pin out which we S

are measuring the voltage across it by sending the constant  Figure6: Block Diagram of NI USB-6008
current throggh it. After sending the constant currenf; Bipolar Constant Current Source

through the pin out then we can measure the output voltage ) o
from that point. Then we can store that value in the memo%“frent source: An ideal current source, |, driving a
from the FIFO of the NI USB 6008. Here the main task i$€SiStor, R, and creating a voltage Vedrent sourceis
to design the constant bipolar current source which meafg €lectronic circuit that delivers or absorbs an electric
based on the pin out condition. Internally it has a pull ugurrént which is independent of the voltage across it. A
and pull-down transistors. These transistors are ON on&&/rént source is the dual of a voltage source. The term
at a time based on the input that it exited. If the input i§onstant-currensink is sometimes used for sources fed
high then the pull down is going to be in ON condition andT0M & negative voltage supply.

it offed the R of the ON transistor. And the current that is
fed into that resister so our circuit acts as a current source. !nputvoltage—>{Bipolar constanti——se—>—

) . ; - i current source | Current source (+ve input)/sink
If the input is low then the pull up is going to be in ON (-veinput)

condition and it offed thR,, of the ON transistor. And the ~ Figure7: Bipolar Constant Current Source/Sink.
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Current sources and sinksare analysis formalisms is one of the few circuit design programs to employ the
which distinguish points, areas, or volumes through whichriginal Berkely SPICE based software simulation. Multisim
current enters or exits a system. While current sources was originally created by a company named Electronics
sinks are abstract elements used for analysis, generallyorkbench, which is now a division of National
they have physical counterparts in real-world applicationdnstruments. Multisim was originally called Electronics
e.g. the anode or cathode in a battery. In all cases, eachvdérkbench and created by a company called Interactive
the opposing terms (source or sink) may refer to the sanmage Technologies. At the time it was mainly used as an
object, depending on the perspective of the observer aeducational tool to teach electronics technician and
the sign conversion being used; there is no intrinsielectronics engineering programs in colleges and
difference between a source and a sink. universities. National Instruments has maintained this

« A sourceis a flow of current into the load.

educational legacy, with a specific version of Multisim with

features developed for teaching electronics.

« A sinkis a flow of current from the load. N

*

The constant current is given by
"lout = [(R2 + R3)/(R1* R3)]* Vdiff"
V. TOOLSUSING *

The tools are Python and Multisim. Here python is used to
develop the script and Multisim is used to simulate the
analog circuits.

A. The Python Programming Language

RESULTSANDFUTURESCOPE

Complexity is reduced by replacing the Keithley
switches by the new design.

Speed of the operation is increased by a factor of 8.
Cost is effective when compared to the older design.
In the second phase | am going to design and

implement circuit diagram of my new design and the
programing part. That is used to characterize the 10

The programming language you will learn is Python, Pythoﬁharacteristics of the memory interface of CPU practically.

is an example of high-level language other high-level VI.
languages you might have heard of are C, C++, Perl, arfﬁ
Java. There are aldow-level languages sometimes
referred to as “machine languages” or “assembl
Languages” Loosely speaking, computers can only ruid]
programs written in low-level languages. [4]

Low-level languages are used only for a few[s]
specialized applications. Two kinds of programs proces[%]
high-level languages into low-level languageterpreters
andcompilers. An interpreter reads a high-level program
and executes it, meaning that it does what the prograf8]
says. It processes the program a little at a time, alternately
reading lines and performing computations. A compile[9]
reads the program and translates it completely before tlr
program starts running. In this context, the high-leve
program is called theource code and the translated
program is called thebject codeor the executable
Once a program is compiled, you can execute it repeatedly

REFERENCES

http://intel.com/

http://ni.com/

http://www.analog.com/
http://packages.python.org/PyDAQmx/index.html/
http://google.com/

Op Amp Applications Handbook by Analog Devices
http://docs.python.org/2/reference/

http://electronicsbus.com/pullup-pulldown-resistors-
guidelines-digital-system-board-design/

Practical Electronics for Inventors by Paul Scherz

fO]“Beginning Digital Electronics Through

Projects” by Andrew Sing

[11] “Electrical Control for Machines 6e” by Kenneth

B. Rexford, Peter R. Giuliani

without further translation. Alternatively, you can store codé12] “The electromechanical relay’df Joseph Henry
in a file and use the interpreter to execute the contents [@3] “Analog Circuit Design: Art, Science and

the file, which is called acript. By convention, Python
scripts have names that end with .py.

B. NI Multisim

Personalities” by Jim Williams

[14] “Practical Electronics for Inventors 2/E” by Paul

Scherz

NI Multisim (formerly MultiSIM) is an electronic schematic [15] “Design of High Speed I/O Interfaces for High

capture and simulation program which is part of a suite of
circuit design programs, along with NI Ultiboard. Multisim

Performance Microprocessors” by Ankur
Agrawal.
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Design of Vedic Multiplier for Digital Signal Processing
Applications

™ (ABSTRACT

K. Madan Mohan, | The speed of a multiplier is of utmost importance to any Digital Signal P Essor
Asst.Professor, Dept. pf | (DSPs). Along with the speed its precision also plays a major role. Although
ECE, Intell Engineering | Floating point multipliers provide required precision they tend to consume more

College, Anantapur | silicon area and are relatively slower compared to fixed point (Q-format)
multipliers. In this paper we propose a method for fast fixed point signed
multiplication based on Urdhava Tiryakbhyam method of Vedic mathematics. The
coding is done for 16 bit (Q15) and 32 bit (Q31) fractional fixed point
R.Naresh Naik | multiplications using Verilog and synthesized using Xilinx ISE version 12.2. Further
P.G. Scholar (M. Tech), the speed comparison of this multiplier with normal booth multiplier is presented.

Dept. of ECE, Intel| The results clearly indicate that Urdhava Tiryakbhyam can have a great impact

Engineering College, | °N improving the speed of Digital Signal Processors.

Anantapur Keywords

Q-format; Urdhava Tiryakbhyam; Vedic Mathematics; Fractional fixed point

/

. INTRODUCTION for multiplication operation which is one of the most

. _ _ _ _ _ frequently used operation in signal processing applications
Vedic Mathematics hails from the ancient Indian scripturegy o Equrier transforms. EIR and IIR filters image

called “Vedas” or the source of knowledge. This SySte'_Erocessing systems, seismic signal processing, optical signal

of computation covers all forms of mathematics, be il qcessing etc. Any attempt to come out with an optimized
geometry, trigonometry or algebra. The striking feature ol -itecture for this basic block is advantageous during

Vedic Mathematics is the coherence in its algorithms whicthe product development stages. Considering fixed point
are designed the way our mind naturally works. This makeg ;o sentation, 16 bit Q15 format and 32 bit Q31 format
itthe easiest and fastest way to perform any mathematicglo,ige required precision for most of the digital signal

calculation mentally. Vedic Mathematics is believed to b rocessing applications and it is best suited for

created around 1500 BC and was rediscovered betwegn e mentation on processors. The advantage it provides
1911 to 1918 by Sri Bhartl Krishna Tirthaji (;8_84'1960)over floating point multipliers is in the fact that Q format
who was a Sanskrit scholar, mathematician and g, tjon multiplications can be carried out using integer
philosopher [1]. He organized and classified the whole %ultipliers which are faster and consume less die area.
Vedic Mathematics into 16 formulae or also called a$ygp processors like TMS320 series from Texas
sutras. These formulae form the backbone of Vedig, oy ments work on 16 bit Q15 format. In this paper we
mathematics. Qreat amount of_ research ha_ls been don_e 'é)pose the implementation of fixed point Q-format [6]
thesg years to implement algorithms of Vedic mathemati gh speed multiplier using Urdhava Tiryakbhyam method
on digital processors. It has been observed that due {9\sqic mathematics. Further we have also implemented
coherence and symmetry in these algorithms it can have.3,injiers using normal booth algorithm [8] and Xilinx

regular silicon layout and consume less area [2,3] along, 16| multiplier Intellectual Property and presented a
with lower power consumption. Normally signal processin omparative study on maximum frequency or speed of
algorithms are developed using high level languages like fese multipliers

or Mat lab using floating point number representations. The ) ) ] ] )

algorithm to architecture mapping using floating point ~ The paper is organized into VI sections. Section Il
number representation consumes more hardware whi&fPlains fixed point or Q-format representation of a
tends to be expensive. Fixed point number representatifmber; Il spreads light over Urdhava Tiryakbhyam
is a good option to implement at silicon level. Hence oumethod of Vedic mathematics; IV explains the architecture

focus in this work is to develop optimized hardware module€ Proposed Q format Urdhava multipliers V- presents the
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results and comparison and lastly VI provides conclusiomost significant bit indicates sign of the number. If it is

of the work. negative then 2's complement method is followed to store

. FIXED POINT ARITHMETIC the number. Thus a fr_actlon is conv_erted tq an mtege_r ina
Q-format and the choice of the decimal point lies entirely

An N-bit fixed point number [6] can be interpreted as eithein the hands of the programmer.

an _mteger or a fractional number. Integer fixed point is In general a @.nformat has a resolution of"2

difficult to use in processors due to possible overflow. For

e.g. In a 16-bit processor for signed integers the dynamf"d itS dynamic range lies between.pm pm_on.
range is from_ pmto »-15 _1 -1 i.e. 32768 to 32767. If Therefore as the number of bits for fractional representation

increases the resolution increases and as the number of

500 is multiplied by 800 the regult_ Is 4,0000 W_hiCh i_S A'hits for integer part increases the dynamic range increases.
overflow. In order to overcome this situation fractional fixed is-15, and for Q31format it

point representation also known as Q-format is used. The resolution of Q15 format
is o781, Therefore a number represented in Q31 format
has higher resolution and is more precise than the one in
Q15 format. In this paper we mainly concentrate on Q15
a[nd Q31 formats since they are best suited for implementing
a T . .

multipliers for DSP applications.

A. Q-format Representation

In general any Q-format representation is denotedboynQ
wheremis the number of bits to represent integelenotes
number of bits to represent fractional part and the tot
number of bits is given by Nm+n+1 for signed numbers.
For e.g. Q4.11 format signifies that a total of 16 bits ar&- Q-format Multiplication

required to represent a fractional number in which 4 bitgvhen two Q15 numbers are multiplied their product is 32
are reserved for the integer part and 11 bits for the fractiongits long as illustrated in Fig. 1. The product has a redundant
part and 1 bit indicates sign. Special cases of Q-formak extended sign bit. Since the product stored in memory
consist of zero bits to represent the integer part. Q0.1$hould also be a Q15 number we left shift the product by
(Q15) and Q0.31 (Q31) are two such formats for 16 bigne bit and the most significant 16 bits (including sign bit)
and 32 bit representations respectively. As there is no integgimultiplication of two Q15 format numbers. The process
part the fractional number has a range between 1 and rémains same for Q31 format wherein after left shifting
Therefore the products of such numbers also lie betweeiie product by one bit, the most significant 32 bits are stored
1 and -1. This property is best suited for implementingh the memory. Therefore with Q-format, multiplications
multipliers as the bit length of the product is same as thef two fractional numbers can be carried out by using
input bit length and thus Q-format finds its application ininteger multiplications. Integer multiplications consume less

digital signal processing hardware. area and are faster compared to floating point multipliers
An N-bit number in @.nformat is represented which is the major advantage of Q format representation.
as follows.[6] Sign bit Sign bit
Anem@nemteBn B8y e (1) %5 05
Here the '’ betweena, .a,_, represents the fixed
i is qi Sign bit
point and value of (1) is given by, Regiundam
(ammz“‘l +a,,,q 2" 2 ta,2? +a12+a())2‘n : signbit | [ |15 bits | 15bits |
When we want to convert a fractional number in
the range of the desirech@nformat, we multiply it with [ [ Q15 [—Product

on . The resultant value is truncated or rounded off to th&igure. 1. Multiplication of two Q15 format numbers

nearest integer. Therefore a small amount of precision loss yielding the product in Q15 format itself.
is involved which reduces as the number of bitdll. URDHAVA TIRYAKBHYAM METHOD

repre_sentmg t_he fra_lctlonal part increases. Wc_s_ pref rrdhava Tiryakbhyam [2] is a Sanskrit word which means

rounding technique since its error bias in both positive and_ . o . .

: S vertically and crosswire in English. The method is a general

negative direction is same [6]. Therefore the rounded valug™ | . .7 . . .
. . . multiplication formula applicable to all cases of multipl-

will be more precise. For e.g. Conversion of 0.2625 to

Q15 format is done by multiplying it witt2which equals ication. It is based on a novel concept through which all

to 8601.6 which when rounded gives 8602. This is storepartial products are generated concurrently. Figure
. : : ' . gdemonstrates a 4x4 binary multiplication using this method.
as 0010000110011010 in a 16 bit memory location. Th‘?he method can be generalized for any N x N bit
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multiplicationThis type of multiplier is independent of the products and their sums for every step can be calculated
clock frequency of the processor because the partial parallel. Thus every step in fig. 2 has a corresponding
products and their sums are calculated in parallel. The nexpression as follows:

advantage is that it reduces the need of microprocessors r0=a0b0. 1)

to operate at increasingly higher clock frequencies. As the

operating frequency of a processor increases the number ~ ¢1r1=alb0+aObl. (2)
of switching instances also increases. This results in more c2r2=cl+a2b0+albl + aOb2. (3)
power consumption and also dissipation in the form of heat c3r3=c2+a3b0+a2bl + alb2 + a0Ob3. 4)
which results in higher device operating temperatures.

Another advantage of Urdhva Tiryakbhyam multiplier is c4r4=c3+a3bl+azb2 +alb3 (5)

its scalability. The processing power can easily be increased c5r5=c4+a3b2+a2b3. (6)
by increasing the input and output data bus widths since it c6ré6=c5+a3b3. )

has a regular structure [3]. Due to its regular structure, jt . . ,
can be easily layout in a silicon chip and also consume ith c6r6r5rar3r2rlr0 being the final product [5].

optimum area [2]. As the number of input bits increase, Hence this is the general mathematical formula
gate delay and area increase very slowly as comparedapplicable to all cases of multiplication and its hardware
other multipliers. Therefore Urdhava Tiryakbhyam multiplierarchitecture is shown in figure. 3.In order to multiply two
is time, space and power efficient. The line diagram i8-bit numbers using 4-bit multiplier we proceed as follows.
figure. 2 illustrates the algorithm for multiplying two 4-bit Consider two 8 bit numbers denoted as AHAL and BHBL
binary numbersa,a,a,a, and bsb,b,b, . The procedure is W_here AH and BH correspond_s t(_)_the mos't significant_4
divided into 7 steps and each step generates partiblfs’ AL and BL are the least S|gn|f|c§1n'F4 bits of an 8-bit

" . fumber. When the numbers are multiplied
products. Initially as shown in step 1 o3

STEP1 STEP 2 STEP3 b2

a3 a2 al a0 a3 a2 al a0 a3 a2 al a0 E(l)

a3
a2

STEP4 STEPS STEP6 .

a3_a2 al a0 a3 a2 al ao a3 a2 al a0

b3?§b0 b3 b2 bl b0 b3 b2 bl ho
STEP7

b3 b2 bl ho b3 b2 bl b0 b3 b2 bl ho

a3 a2 al a0 2D0ER||EDDER|| [ADDER JI[ ADDER  ||[ADDER |||ADDER|
b3 b2 bl b
Figure. 2 Multiplication of two 4 bit numbers using ‘ A }6 lrs v, v, Irz ;1 ¢
Urdhava Tiryakbhyam method.[7] (output) '
of figure. 2, the least significant bit (LSB) of the multiplier ~ Figure. 3Hardware architecture of 4 X 4 Urdhva
is multiplied with least significant bit of the multiplicand Tiryakbhyam multiplier. [5]
(vertical multiplication). This result forms the LSB of the according to Urdhava Tiryakbhyam (vertically and

product. In step 2 next higher bit of the multiplier is multipliedcrosswire) method, we get,
with the LSB of the multiplicand and the LSB of the
T - . . ) AH AL
multiplier is multiplied with the next higher bit of the
multiplicand (crosswire multiplication). These two partialBH BL
products are added and the LSB of the sum is the next

higher bit of the final product and the remaining bits ar?AH x BH) + (AH x BL + BH x AL) + (AL x BL)
carried to the next step. For example, if in some '

intermediate step, we get the result as 1101, then 1 will act Thus we need four 4-bit multipliers and two adders

as the result bit(referred as rn) and 110 as the cark§ @dd the partial products and 4-bit intermediate carry
(referred as cn). Therefore cn may be a multi-bit numbeg€nerated. Since product of a4 x 4 multiplier is 8 bits long,
Similarly other steps are carried out as indicated by thi® €Very step the least significant 4 bits correspond to the
line diagram. The important feature is that all the partigProduct and the remaining 4 bits are carried to the next
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step. This process continues for 3 steps in this case.
Similarly, 16 bit multiplier has four 8 x 8 multiplier and two XM{@,{g}o-{&,ﬁo- y15.d 9530 (030 50 X150
16 bit adders with 8 bit carry. Therefore we see that the '}’ U ’

. o o 16x26 | THTE | | TETTE | | 16x16 |
regularity and scalability of the multiplier layout. Multiplier| | Multiplier|] ~ |Multiplier]  |Multiplier

multiplier is highly modular in nature. Hence it leads to
l(31-0) (31-16) 1(31-0) 1(31-0)

V. ARCHITECTURE [Fooer_Je—{_ movER  Je——H

Our design of Q-format signed multiplier includes Urdhava Redundant Sign | (31-0) (15-0) (15-0)
Tiryakbhyam integer multiplier [4] with certain coae [PEE[PE2103Z ] FITIOPIE [ Pi50pr0 ‘|
modifications as follows. This multiplier is faster since all e 7

the partial products are computed concurrently. Considerints complementer|—»{__P62toP32__P31]
a 16 bit Q15 multiplier, the product is also a Q15 number 32 bit Q31 forms final result
which is 16 bits long.

Firstly, if the MSB of input is 1 then itis a negative Figure .5 Architecture of a Q31 format Multiplier.
number. Therefqre 2’3 complgmgnt pf the _number is takeQ IMPLEMENTATION AND RESULTS
before proceeding with multiplication. Since the MSB
denotes sign it is excluded and a ‘0’ is placed in this positiohhe proposed Urdhava Tiryakbhyam Q-format multiplier
while multiplying. A Q15 format multiplier consists of four is designed using Verilog hard ware description language
8 x 8 Urdhava multipliers and the resulting product is 3&nd structural form of coding. The basic block of both Q15
bits long as shown in fig. 4. But the product of a Q15nd Q31 multiplier is a 4 x 4 Urdhava Tiryakbhyam integer
number is also a Q15 number which should be 16 bits longultiplier which in turn is made up of two 2 x 2 multiplier
Therefore the 32 bit product is left shifted by 1 bit toblocks. The design is completely synchronized by the clock.
remove the redundant sign bit and only the most significafturther, the Q-format multipliers were also implemented

16 bits of this product are considered which constitute théSing normal booth's algorithm. . The code is completely
final product. An xor operation is performed on the inpufYNthesized using Xilinx XST and implemented on device
family Virtex-5, device XC5VL50, package FF324 with

speed grade -2.

sign bits to determine the sign of the result.

If the outputis ‘1’ it enables the conversion of theSimuIation Results
16 bit final result to its 2's complement format indicating a _ _ _ _ -
negative product. Similarly, for a 32 bit Q31 formatThe design was simulated using Isim on Xilinx ISE 12.2
multiplier as shown in fig. 5, four 16 X 16 Urdhava Version. For Q15 format multiplication as shown in figure.

multipliers are used and only the most significant 32 bitS:

after left shifting by one bit are considered which constitute Inputl = -0.75 = 1010 0000 0000 0000
the final 32 bit Q31 format product. An xor operation similar Input2 = -0.25 = 1100 0000 0000 0000
to Q15 multiplier is used to change the result to 2’s Output = 0.1875 = 0001 1000 0000 0000.

complement format if it is negative.

(0.Y 14-{0X 14 {0.X 14- For Q31 format multiplication as shown in figure. 7,

0,Y14-
Y15 X15 Y8} X8} X6} Y7-YO {YB

boOTYORTYO KT Inputl= -0.666666 = 10101010101010101011000001000010
’-lwl—‘ H—ra-H |_L”-L| %Wt‘ Input2 =0.333333 = 00101010101010101010011111011111
M ultiplier M ultiplier M ultiplier M ultipl

er
liso  Joso  Juso Output= 11100011100011100011110010011110
(o080 e Whose value is
Redungant [ i 1™ 0.2222017777743935585021972655625.
|p31] P30to16 | Pi5toP8 | P7toPO |

Enable T But the actual value of the product is -
[2's complementer—»] P30t P16 Jpis| 0.222221777778. Therefore precision loss is involved in
. g this multiplication and is found to be 3.60644E-12 which is

less than the resolution of Q31 representationpii.

Figure. 4.Architecture of a Q15 format m multiplier. Thus it provides 32 bit accurate product which is acceptable
multiplication of two Q15 numbers X and Y results irfor most of the DSP applications.

a Q15 product denoted by P in the figure.

|
16 bit Q15 forms final result

As shown in table 1, the comparison report
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suggests that a Q31 format Urdhava Qformat multiplier is
faster by 2.61 times than Normal Booth Multiplier . For a
Q-15 format multiplier, as seen in table 2 the speed factor
improvement is 1.84 times compared to booth
multiplier.When Virtex-5 DSP48E slices were used with
Normal Booth multiplier, Urdhava multiplier still proved to
be faster indicating that it is the best choice for implementing
faster multipliers on FPGA.

Name
1y dk
1010000000000000

Maximum | 6-input Factor by
Frequency | SliceLUT | which
(inMH2) Usage Urdhava
M ultiplier
is
Faster
Urdhava
Multiplier 236.18 662/19200 |  ------
Nor mal
Booth 128.35 718/19200 | 1.84times
Multiplier
Table -3

By inputi[15:0]
B input2[15:0]

- P ocut[i5:0]
B B@ cuti[15:0]

1100000000000000
0001100000000000
0001100000000000

COMPARISON OF Q-FORMAT MULTIPLIERS
USING VIRTEX 5 DSP48E BLOCKS

Figure :
T dk '
p B inputi[31:0]

6.Q15multiplication

10101010101010101011000001000010
I

00101010101010101010011111011111
I

11100011100011100011110010011110

00011100011100011100001101100010
7.Q31multiplication

Table-1 VI
COMPARISON OF 32 BIT Q31-FORMAT

p By input2[31:0)

# B out[31:0]

p B outi[31:0]
Figure :

Q15 format Q31 format
Maximum Maximum
Frequency Frequency
NORMAL
BOOTH
MULTIPLIER 128.35 60.88
using MHz MHz
on boad
DSP48E blocks
Urdhava
multiplier using 236.18 MHz 158.90 MHz
LUT sonly.
Speed factor 1.15times 1.40times
Improvement
. CONCLUSION

MULTIPLIERS
Maximum | 6-input Factor by
Frequency | SiceLUT which
(inMH2) Usage Urdhava
Multiplier
is
faster
Urdhava
Multiplier 158.90 2710/19200 | ---—---
Normal
Booth 60.838 3047/19200 2.61times
Multiplier
Table-2

COMPARISON OF 16 BIT Q15-FORMAT

MULTIPLIERS

This paper proposed a fast multiplier architecture for signed
Q-format multiplications using Urdhava Tiryakbhyam
method of Vedic mathematics. Since Q-format
representation is widely used in Digital Signal Processors
the proposed multiplier can substantially speed up the
multiplication operation which is the basic hardware block.
They occupy less area and are faster than the booth
multipliers. Therefore the Urdhava Tiryakbhyam Q-format
multiplier is best suited for signal processing applications
requiring faster multiplications. Future work lies in the
direction of introducing pipeline stages in the multiplier
architecture for maximizing throughput.
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INTRODUCTION

/ABSTRACT

Low power flip-flops which plays a vital role for the design of low-power di
systems. Flip flops and latches consume large amount of power due to red
transitions and clocking system. In addition, the energy consumed by low
clock distribution network is steadily increasing and becoming a larger fra
of the chip power. Almost, 30% -60% of total power dissipation in a system
to flip flops and clock distribution network. In order to achieve a design th
both high performances while also being power efficient, careful attention
be paid to the design of flip flops and latches. We survey a set of flip
designed for low power and High performance.

Keywords

Flip Flop, Low Power, CMOS Circuit

o
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EXISTING

The major concerns of the VLSI designer were area,
performance, cost and reliability. Power Consumption is

current. Circuit power which is caused by the finite rise
and fall time of input signals, resulting in both the pull up
network and pull down network to be ON for a short period

— *
IDshortcircuit _ld*uortcircuit Vdd

exponential growth of the sub threshold leakage current.
P leakage current = | leakage current * VVdd

SET/RESET Latch
determined by several factors including frequency f, supply Q.Ls
voltage, data activity, capacitance, leakage and short circuit {RESET QB_LS

D e>—{5MN5 <=8
QB_LS—[ZMN3 Q_LS
VDD
Reduced swing
inverters
P leakage is the leakage power. With supply voltage 4%%%
scaling down, the threshold voltage also decreases to /V\é\ i
maintain performance. However, this leads to the CLK_LS '_1
FIG1: LS-DCCFF
V(t)
3
Vpeak=VDD | == == ¢ Full-swing clock
,"' y, eLow-swing clock
¥
R S
N \*
Vpull_down|— — o’ll "3‘
/Jl ¥
i1 %
L Y
T1T2 T

T(s) .
FIG2: Delay between the full-swing and low-swing
Resonant clock signals to readji-down

Togaeay = T2~ T1
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In existing system the clock signal is sinusoidalC| OCK PAIR SHARED PULSED FLIP FLOP
and the area is high in clock distribution network due to
LC components and also the number of the clock transistofdiS low power flip flop is the improved version of
is high. To reduce the number of transistors and the arégnditional Data Mapping Flip flop (CDMFF). It has
here used the clock signal is square signal. In this the delagtally19 transistors including 4 clocked transistors as shown
power consumption and area is determined with the he|g Figure 1. The N3 and N4 are called clocked pair which
of simulation results and layout. is shared by first and second stage. The floating problem

LOW POWER FLIP FLOP DESIGN is avoided by the transistor P1 (always ON) which is used

There are three source of power dissipation ii0 charge the internal node This flip flop will operate,
digital complementary metal-oxide-semiconductor (CMOShen CLK and CLK db is at logic ‘1’. When D =1, Q =0,
circuit. That is static power dissipation, dynamic poweiQp kpr =1, N5 = OFF, N1= ON, the ground voltage will

dissipation and short circuit power dissipation. Dynami%aSS through N3, N4 and N1 then switch on the P2. That
and short circuit power dissipation fall under the categor

of Transient Power Dissipation. Static power dissipation i?s,/s Q output pulls up through P2. When D=0, Q=1,
due to leakage currents. Qb_kpr=0, N5= ON, N1= OFF,Y=1, N2= ON, then Q
output pulls down to zero through N2,N3 and N4.The flip
flop output is depending upon the previous output Qand
is also called as switching Power. It is caused byyy kprin addition with clock and data input. So the initial

continuous charging and discharging of output paraSiti(‘fondition should be like when D =1 the previous state of Q
capacitance. Short circuit power is the result when pull u

and pull down network will conduct simultaneously. LeakageE‘;)hcJUId be '0"and Qb_kpr should be ‘1'. Similarly whenD
power dissipation arises when current flow takes place 0 the previous state of Q should be *1" and Qb_kpr should
from supply to ground in idle condition. Power consumptiorbe ‘0. Whenever the D =1 the transistor N5 is idle,
is directly proportional to supply voltage, frequency andyhenever the D = 0 input transmission gate is idle.
capacitance. b kor

Q
DOUBLE EDGE TRIGGERING METHOD @

Clad

i

P= denamic + I:)§1ortcircuit + Pleakage DynamiC Power

Double clock edge triggering method reduces the power Q
by decreasing frequency. Using a low swing voltage on comp
the clock distribution network can reduce the clocking D‘Eg |
power consumption since power is a quadratic function of Qb kpr]; ong
voltage. To use low swing clock distribution, the flip-flop ~ 1
should be allow swing flip- flop. The low swing method

reduces the power consumption by decreasing voltage.

ek

In double edge triggering flip flop the number of
clocked transistor is high than single edge triggering flip  FIG4: Clocked Pair Shared pulsed Flip Flop
flop. This method is preferable to the circuits which consist In high frequency operation the input transmission

of reduced number of clocked transistors. In dual edggaie andNs will acquire incorrect initial conditions due to
triggering the flip flop is triggered in both edges of clocky,q feedhack from the output. The noise coupling occurred
pulses. so the half of the clock operating frequency i, the Q output due to continuous switching at high
enough and it will reduce the power consumption. frequency. The glitch will be appearing in the Q output. It
will propagate to the next stage which makes the system

L
!J_N more vulnerable to noise. In order to avoid the above
Ipd drawbacks and reduce the power consumption in proposed
[\ £ flip flop, we can make the flip flop output as independent
clk 12 = 4 pulse of previous state. That is without initial conditions and
2
K

removal of noise coupling transistors. In addition double
edge triggering can be applied easily for power reduction

— o to the proposed flip flop. It will be a less power consumption
FIG3: Dual Pulse Generator Circuit than other flip flops.
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Implementation of STBC for MIMO Based on Alamouti Principle

™ (ABSTRACT

M.Vamsi Krishna and | apstract — Realization of multi input and multi output (MIMO) systems is hjghly
C.Kumara Narayang | gssential for Wimax networks. Space—time block coding is a technique used in
Swamy, | \ireless communications to transmit multiple copies of a data stream across a
Department aof | number of antennas and to exploit the various received versions of the data to
Electronics and | improve the reliability of data-transfer.

Communication | |, wireless communications the transmitted signal must traverse a potentially
Engineering} | gitficult environment with scattering, reflection, refraction and so on and [may
then be further corrupted by thermal noise. In the receiver STBC redun@lancy
results in a higher chance of being able to use one or more of the received |copies
to correctly decode the received signal. The space—time coding combines [all the
copies of the received signal in an optimal way to extract as much information
from each of them as possible.

Sreenivasa Ramanujan
Institute of Technology
J.N.T.U.Anantapur.

In this project a computationally efficeint algorithm for space time block decoding
will be implemented for FPGA based applications. The VHDL will be used for
realization of the decoding alogrithm and other communication blocks.

The algorithm will be realized for Phase Shift Keying modulation (BPSK) scheme.
The STBC encoder will also be realized in MATLAB/OCTAVE which generates the
required appropriate codes for decoder. The work involves FPGA implementation
of STBC decoder, and demodulator. Various sub blocks such as SIN/COS
generators, multipliers, adders, encoding look up tables, complex arithmetic| units
etc will be implemented. These blocks will be realized in generic style to ensure

Email scalability and reconfigurability of the STBC decoder design.

vamsivision@gmail.com. | Modelsim xilinx edition (MXE) tool will be used for simulation and functignal

verification. Xilinx Synthesis technology (XST) will be used for FPGA synthesis.
Timing analysis will be carried out to predict the maximum acheviable clock speeds
for choosen Xilinx sparatan 3E FPGA device.

%

INTRODUCTION demonstrated that user-cooperation represents an effective

Nowadays, there is a growing demand for providing higP{"ay to introduce spatial diversity in wireless scenarios
data rates and transmission quality in the condition of limite$ynere we can not take the full bene?t of the uncorrelated
spectral resource and power consumption. With thegghannels from the multi-antenna systems. Cooperative
requirements, several new technologies emerge, such disersity gains can be achieved through creating distributed

multiple-input multiple output (MIMO) technology, virtual antennas across different terminals in the network.
cooperative communication, ultra wideband (UWB) andl’aking advantage of the rich wireless propagation

cognitive radlo.. _ _ ~environment across multiple protocol layers in network
Space-time coding as a primary MIMO techniqueychitecture, we can obtain numerous opportunities to

which uses multiple antennas at both the transmitter arb‘ilamatically improve network performance. The theoretical

receiver sides are well known for its ability to resist the . .
analysis of such cooperative systems has attracted

in?uence of wireless fading channel and provide higher ] ) ]
capacity and better system performance than single lippgni?cant interests and the study of practical architectures

systems in wireless communications. Recently, it has beén 2 fertile area of research.
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In Cooperative communication system each relay Following that in 2006,several companies (including
can play as a virtual antenna of the source. Laneman gaat least Broadcom, Intel, and Marvell) have fielded a
the basic algorithm and architecture of cooperativIMO-OFDM solution based on a pre-standard for
communication in his thesis. In this section, we present tr#02.11n WiFi standard. Also in 2006, several companies
computer simulation results about the STBC base(Beceem Communications, Samsung, Runcom
cooperative communication systems. Virtual AlamoutiTechnologies, etc.) have developed MIMO-OFDMA based
STBC theory is employed in all these different cases. Slogolutions for IEEE 802.16eWiMAX broadband mobile
Rayleigh fading channel and ideal channel estimation astandard. All upcoming 4G systems will also employ MIMO
assumed in the simulation. BPSK modulation and MRClechnology. Several research groups have demonstrated
MLD receiver are applied. over 1 Ghit/s prototypes.

In this paper, we investigate the STBC based multiFunctions of MIMO
antenna cooperative systems and provide the corresponding - . . .
simulated performance under slow Rayleigh fadind\/I MO can be sub-divided into three main categories
channel. Precoding

MULTI- INPUT MULTI OUTPUT (MIMO) It is multi-stream beamforming, in the narrowest definition.

In radio, multiple-input and multiple-output, or MIMO is the I More general terms, it is considered to be all spatial
use of multiple antennas at both the transmitter and receiy@CC€SSIng that occurs at the transmitter. In (single-layer)
to improve communication performance. Itis one of severg€amforming, the same signal is emitted from each of the
forms of smart antenna technology. Note that th&ansmitantennas with appropriate phase (and sometimes

terms input and output refer to the radio channel carryin@@in) weighting such that the signal power is maximized at
the signal, not to the devices having antennas. the receiver input. The benefits of beamforming are to

increase the received signal gain, by making signals emitted

MIMO technology has attracted attention 'N from different antennas add up constructively, and to reduce

wireless communications, because it offers significan . . )
. . . . e multipath fading effect. In the absence of scattering,
increases in data throughput and link range WIthOLé

additional bandwidth or transmit power. These businespe?.r:ffrmm? reﬁ ullti n 2Wﬂ:.dﬁﬂrgd dr;:ectlron:I tpattern(,j
companies permit of facilitate their clients to use them fo utIn typical ceflular conventional beams are not a goo

free. These business companies permit of facilitate theﬂnalogy.

clients to use them for free. WiFi also rolled out for similar When the receiver has multiple antennas, the
aims but WIMAX offer enhanced Quality of Service WiFi transmit beamforming cannot simultaneously maximize the
also rolled out for similar aims but WIMAX offer enhancedsignal level at all of the receive antennas, and precoding
Quality of Service It achieves this by higher spectralith multiple streams is used. Because it offers significant
efficiency (more bits per second per hertz of bandwidthincreases in data throughput and link range without
and link reliability or diversity (reduced fading). additional bandwidth or transmit power. These business

part of modern wireless communication standards sudree. Note that precoding requires knowledge of channel
as IEEE 802.11n (Wifi), 4G, 3GPP Long Term Evolution state information (CSI) at the transmitter.

WIMAX and HSPA+. Spatial multiplexing

HISTORY OF MIMO It requires MIMO antenna configuration. In spatial
multiplexing, a high rate signal is splitinto multiple lower
rate streams and each stream is transmitted from a different
In the commercial arena, lospan Wireless Inc. developegansmit antenna in the same frequency channel. If these
the first commercial system in 2001 that used MIMGsignals arrive at the receiver antenna array with sufficiently
with Orthogonal  frequency-division multiple different spatial signatures, the receiver can separate these
access technology (MIMO-OFDMA). Such private streams into (almost) parallel channels. Spatial multiplexing
networks are expected to be the very last WIMAXs a very powerful technique for increasing channel capacity
application. lospan technology supported both diversityt higher signal-to-noise ratios (SNR). The maximum
coding and spatial multiplexing. In 2005, Airgo nymber of spatial streams is limited by the lesser in the
Networks had developed an IEEE 802.11n precursgiymper of antennas at the transmitter or receiver. Spatial
implementation based on their patents on MIMO. multiplexing can be used with or without transmit channel

Wireless Standards
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knowledge. Spatial multiplexing can also be used fotechniques to transmit multiple signals over multiple AC

simultaneous transmission to multiple receivers, knowwires (phase, neutral and ground).

as spa_lce-division _mult_iple access. By scheduling receiveéspace Time Block Coding (STBC)

with different spatial signatures, good separability can be

assured. It is a technique used in wireless communications to

Diversity Coding transmit multiple copies (_)f a data_stream across a qumber
of antennas and to exploit the various received versions of

These techniques are used when there is no chanreé data to improve the reliability of data-transfer. The

knowledge at the transmitter. In diversity methods, a singlact that transmitted data must traverse a potentially difficult

stream (unlike multiple streams in spatial multiplexing) issnvironment with scattering, reflection, refraction and so

transmitted, but the signal is coded using techniquesn and, as well as, be corrupted by thermal noise in the

called space-time coding. The signal is emitted from eaateceiver means that some of the received copies of the

of the transmit antennas with full or near orthogonal codinglata will be “better” than others. This redundancy results

Diversity coding exploits the independent fadingin a higher chance of being able to use one or more of.the
in the multiple antenna links to enhance signal diversity€c€lved copies of the data to correctly decode the received
The maximum number of spatial streams is limited by th&!9nal. Infact, STBC combines all the copies of the received
lesser in the number of antennas at the transmitter gi9Nals in an optimal way to extract as much information
receiver. Because there is no channel knowledge, therefi@M €ach of them as possible.
no beamforming or array gain from diversity coding. Maximum likelihood estimation

Spatial multiplexing can also be combined with|; a5 none other than R. A. Fisher who developed

precoding when the channel is known at the transmitter gfaximum likelihood estimation. Fisher based his work on
combined with diversity coding when decoding reliabilitythat of Karl Pearson, who promoted several estimation

is in trade-off. methods, in particular the method of moments. While Fisher

FORMS OF MIMO agreed with Pearson that the method of moments is better
o than least squares, Fisher had an idea for an even better

Applications of MIMO method. It took many years for him to fully conceptualize

Spatial multiplexing techniques makes the receivers vef§iS method, which ended up with the name maximum
complex, and therefore it is typically combined withkelihood estimation.In 19_12, when _he was a third year
Orthogonal frequency-division multiplexing (OFDM) or undergradugte_studenf[, _Flsher published a paper called
with Orthogonal Frequency Division Multiple Access Absolute criterion for fitting frequency curves.”
(OFDMA) modulation, where the problems created by The concepts in this paper were based on the
multi-path channel are handled efficiently. Theprinciple of inverse probability, which Fisher later discarded.
IEEE 802.16e standard incorporates MIMO-OFDMA.Because Fisher was convinced that he had an idea for the
The IEEE 802.11n standard, released in October 2008uperior method of estimation, criticism of his idea only
recommends MIMO-OFDM. fueled his pursuit of the precise definition. In the end, his
MIMO is also planned to be used in Mobile radiodebates with other statisticians resulted in the creation of

telephone standards such as recent 3GPP and 3GPP2hy statistical terms we use today, including the word
standards. The maximum number of spatial streams igstimation” itself and even “statistics”. Finally, Fisher
limited by the lesser in the number of antennas at thdefined the difference between probability and likelihood
transmitter or receiver. In 3GPP, High-Speed packétnd put his final touches on maximum likelihood estimation
Access plus (HSPA+) and Long Term Evolution!n 1922.

(LTE) standards take MIMO into account. Moreover, toMathematical Theory of Maximum Likelihood
fully support cellular environments MIMO researchEstimation

cgnsortiz includingrlls_'l'-MAS_COT plrppose to devel()pSuppose we have flipped a coin three times and observed
advanced MIMO techniques, i.e., multi-user MIMO (MU- 5 soqience of events HHT. We know that flipping a coin

MIMO). is modeled by the binomial probability density function,
MIMO technology can be used in non-wireless ) _[n Yk a)k

communications systems. One example is the home P(k,n,p)—(k)o (1 p) _

networking standard ITU-T G.9963, which defines a where we have successes out of Bernoulli

powerline communications system that uses MiMdrials and we define the random variakiles either *heads”
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or “not heads” on each toss. The parameter of this modahtennas, the goal is to design transmission codes that
isp, the probability of flipping a coin and getting heads. Sachieve full diversity at the highest possible rate with low

we define decoding complexity. In oupx 2 MIMO implementation,
p(K :1)= p we use two distinct training codes over 2 time multiplexed
Pk =0)=(1-p) preamble slots at the transmitter. When one transmitter is

sending training data in one time slot, the other is off. These

For our sequence HHT K1 =1, K2 = 1, and K3 =5 pit nreambles are GSM training sequence codes (TSC)

0, and since these trials are independent, we get 0 and 1 [11]. The two transmitters then transmit 128 space-
P(K,=1n K, =10 K, =0)=P(K, =1)P(K, =1)P(K; =0) time encoded data symbols simultaneously before the cycle
repeats. At the transmitter, the SASRATS transmitters are
programmed to run a 2 transmit Alamouti encoding scheme,

P(K,=1n K, =1nK,=0)=p*@-p) where two symbols,s0,andsl, are transmitted

simultanously from two transmitters at time instant t. At

Based on this data set, a good estimate for the . . . .
9 time instantt + T , the symbols—s,l ands0 are transmitted

which means ,

mean of the binomial model-j‘zgs simultanously from the transmitters where * represents
the complex conjugate. The transmission matrix is
_ (26 -k represented by
e -2 g
is much more likely to predict HHT than TS S
IYAYL ng_k The transmitted symbols travel through 2 indep-
P(k)‘ (k)E[EZD endent channelg0 and p1 to a receiver where noises

which is what we might have expected since mosf0andnl are added to the received signéi®©andhl
coins have a probability of getting heads of one half. Butiare complex multiplicative distortions assumed constant
this case, based on our known data, we expect to get he@d$oss two consecutive symbols.
two thirds of the time on future tosses with the same coain. The complexity of the combiner and ML detector

Properties of Estimators depends on type of modulation. Binary phase shift keyed

] o ] o .. (BPSK) symbols are the simplest to detect. Detection of
The maximum I_|keI|hood estimator |§Just_one of aninfinite, 4, equal energy modulation schemes require channel
number of estimators. Perhaps, like Fisher we want 9simates in the ML detector and has higher complexity.

compare estimators to see if we can determine which oRg,q present work considers BPSK and QPSK impleme-

is best. ntations only.
Since we have made sure to define an estimator TX 0 RX 0
as a random variable, then they each have their own Antenna Joxg, mienna T2 combiner
expected value, and variance which allow us to make 2 T\ i TT
comparisons. L o cramel ||| MsaximumSl .
While with a point estimate you have no way of A"te"”aTz L [FUGAOT ) Likehood 7
knowing how precise it is, with estimators you can specify sz " x Thl S
a confidence interval. The larger the sample size, the ‘ '
greater the precision of the estimator. The experimental % o=’
design can incorporate the necessary sample size to provide
the desired amount of precision. nend o
OVERVIEW OF ALAMOUTI SCHEME e
Channel
The Alamouti scheme is the only orthogonal space-time Estimator M_axti?num
block code using complex signals for two transmit antennas 5 Detartor
which provides full diversity of 2 and full rate of 1. For “ZTT hs

more 2010 Fifth IEEE International Symposium on

Electronic Design, Test & Applications than two transmit Figure: Block diagram of alamouti decoding

implementation

- National Conference Proceedings : Advanced Communication Systems and Applications




Implementation of a MIMO 2 transmitter and 2 CONCLUSION

receiver Alamouti system, requires the estimation of 4

' ~ We have described the implementation of a real time
Channe'(ho,hl,hzandhg), 2 at each receiver as shown inmaximum likelihood Alamouti decoder for use on our

figure. In this situation, the output of combiner yields 2MIMO platform implemented on an FPGA using the Xilinx

outputs.

ISE tool and Core Generator IP modules. We have also

experimentally verified the operation of the decoder in a

S =holo +hyrp +hyr, +hyrg

closed Alamoutip x1 diversity scheme using an RF channel

_ simulator and also in an opernx 2 and 2 x 4 antenna based
whereh, andh, are channel estimates from the sysiem under correlated channel conditions.

second receiver. In the case of2a2 Alamouti
implementation using PSK signals, the ML decoder remains
unchanged except for the combiner. The combiner outpi

S, Is actually the sum of, from receiver 0 and, from
receiver 1. Likewisegs, is actually the sum o§; from

receiver 0 and;, from receiver 1. Thus ax M Alamouti  2)

implementation can be easily implemented by summing
together the appropriate combiner outputs from ?? receivers
before feeding one ML detector. In an extended version
of Alamouiti for 4 transmitters , full rate is achieved but the
system is half rank (quasi-orthogonal) with some loss in
diversity as transmitted symbols cannot be fully decoupled)
Tarokh’s STBC scheme for 4 transmitters on the other
hand, achieves complete orthogonality at half the full rate.
Tarokhs scheme suffers no loss in diversity and receiver
decoding is simpler as the transmitted symbols can be fully
decoupled.

The complete design is implemented using a tog)
down hierarchical schematic entry approach orXihex
Integrated System Enviroment (ISE) Foundati@sign
tool.

VHDL code can also be integrated as a block witl®)
other schematicomponents if desired. We have also made
extensive use of various Xilinx Core Generator
intellectual property(IPinodules incorporated within the
ISE Foundation toolset &horten design cycle time. 6)
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High Speed Fault Injection Tool Implemented with Verilog HDL on
FPGA for Testing Fault Tolerance Designs

™ [ABSTRACT

G. Gopinath Reddy | This paper presents an FPGA-based fault injection tool, called FITO that :  ports

( I M.Tech), several synthesizable fault models for dependability analysis of digital _istems
CREC, modeled by Verilog HDL. Using the FITO, experiments can be performed in| real-
time with good controllability and observability. As a case study, an Open RISC
1200 microprocessor was evaluated using an FPGA circuit. About 4000
permanent, transient, and SEUfaults were injected into this microprocessar. The
results show that the FITO tool is more than 79 times faster than a pure simulation-

based fault injection with only 2.5% FPGA area overhead.
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1. INTRODUCTION support several properties as below

Fault injection is mainly used to evaluate fault-toleranfl.  High controllability and observability,
mechanisms. In the last decade, fault injection has becoer_'—:
a popular technique for experimentally determining
dependability parameters of a system, such as fault latency,
fault propagation and fault coverage [1]. Within the3. Capability of injecting permanent and transient faults,
numerous fault injection approaches that have been
proposed, there are two cIassﬁmaU_ons fgr fault injection entioned above inject faults at synthesizable VHDL
methods [2] hardware-based fault injection [3], [4], an .
software-based fault injection [5-11]. Software-based fauﬁnOdeIS of the §y§tems. Becagsg of the usg of Verilog
injection methods are divided into software-implementedf@rdware description language in implementation of many
fault injections (SWIFI) and simulation-based faultdigital systems, the lack of FPGA-based fault injection tool
injections. In the simulation-based fault injection, faults argvhich supports this hardware description language can be
injected into the simulation model of the circuits usindfelt. This paper describes the FPGA-based fault injection
VHDL [1], [7], [8], [9] or Verilog[10], [11] languages. The tool, called, FITO which support all of the fourth properties
main advantage of simulation-based fault injection ags mentioned above and is based on Verilog description of
compared with other fault injection methods is the hlgrfhe systems. FITO supports several fault models into RTL

rvabili n ntrollability[10],[2]. However . .
o_bse a bility and co _t_o a_b tyl10],[2]. Howe er and Gate-level abstraction levels of the target system which
simulation-based fault injection methods are too time-

consuming [2]. One way to provide good controllabilityh_aS been describ'e('j bY the Verilgg)LZ. For supporti.ng
and observability as well as high speed in the fault injectiofigh speed fault injection experiments, the fault injector
experiments is to use FPGA-based fault injection. Apart of FITO with low area overhead is implemented with
effective FPGA-based fault injection technique shoul@ynthesized microprocessor core inside the FPGA.

High speed fault injection experiments with the target
system running at full speed,

All FPGA-based fault injection techniques that
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2. FAULT MODELS duration of the transient fault injection start to count.

o _ . Therefore, the FIS will be high (at logic 1) for the specified
Digital circuits which are devgloped by the_ hardware desigg,  ation of time. As similar to the permanent fault, the
languages have hierarchical modeling and can b§dditional wire (TX) will be used and each wire, namely X

imple_m_ent_ed by seyeral apstract levels. FITO perform\ﬁ/ill be replaced with TX. Note, the fault injector part of
fault injection experiments into the gate level and RTLFITO which is called Fault Injection Manager.

level of the circuits Verilog models. LT INJECTION

The fault models which are introduced in gate Ieve12'2 RTLLEVEL FAU
are the permanent and transient faults. In addition, bit-flifhe fault model that is used by FITO at this level is bit-flip
fault is proposed for the RTL level of the digital circuits. (or Single Event Upset). SEUs are the random events and

Fault injection process can be done by applyin%”ay flip the content of the memory element at unpredictable

some extra gates and wires to the original design descriptigfi'és- FITO generate modified circuit for each memory
and modifying the target Verilog model of the system. On@_lem'ent that is specm_ed _for fault injection. The _qulfled
of these extra wires is the Fault Injection Signal (FI1S) whic/gircuit for supporting bit-flip fault model is shown in figure
playing the key role in the fault injection experiments. If &

FIS takes the value 1, fault would be activated and if it Input:a

takes the value 0, the fault would become inactive. For _ E)D D QF—

each FIS there would be a path through all levels of Bit[0] LK

hierarchy to its modified circuit. After the modification, |_

the final synthesizable Verilog description will be produced CLK |

which is suitable to use in emulators. In the rest of the FIS[0]

paper the synthesizable modification into the Verilog model _ _ o

of the circuit for supporting each fault model has been Figure 1 : Synthesizable bit-Flip fault model
described. For supporting the bit-flip fault model, FITO

2 1 GATE LEVEL FAULT INJECTION produces the additional signals such as Bit and FIS with

one multiplexer. The Verilog synthesizable code for
FITO supports permanent and transient fault models byupporting this fault model is shown in figure 3. The inverted
generating the modified Verilog source code of the targetput will be goes to the flip-flop for the next clock that FIS
system for each fault model. The modified Verilogand Bit are 1. FIS indicates the target register and the Bit
description of the circuit is synthesizable and can be usefll be high for the target register’s bit. The fault injection
for FPGA-based fault injection experiments. For supportingnanger part of FITO is responsible for setting and resetting
the permanent faults in Verilog design, FITO nominateshe FIS and Bit signals.
wires for fault injection and apply the FIS signal with one
extra gate. So, by selecting the FIS signal high at fauﬁ' THE FITO ENVIRONMENT
injection time, the permanent fault into the specified wird=ITO is made of three main parts that every part is used in
will be injected. different fault injection phases. These parts are

Figure 1 shows the Verilog source code modificatiorl.  Source Code Modifier & Fault List Generator
for supporting stuck-at fault models. FITO uses one timeé_
for determining the fault injection time. It also uses another
timer for finishing the fault injection experiment (workload 3-  Result Analyzer
execution). After reaching the fault injection time, the FIS Source Code Modifier & Fault List Generator and
signal will be high and another timer starts to count. AResult Analyzer are the software parts of the FITO which
shown in figure 1 wire TX is the additional wire which is are located on the host computer. On the other hand, Fault
applied to the original design and the every wire namely Xhjection Manager is responsible for performing the real-

Fault Injection Manager

will be replaced by TX. time fault injection. This hardware part is implemented on
In addition, FITO can generate synthesizabléh® FPGA board.
modified Verilog source code of the target system for The fault injection process with FITO has been

supporting transient faults. The modified circuit that isshown in Figure 4. As shown in this figure, each FITO’s
suitable for transient fault injection is shown in figure 2 part that were mentioned before are used in different phases
After reaching the fault injection time, the FIS signal will of the fault injection process. In the rest of the paper, each
be high and the timer which have been loaded with thiault injection phases and the main work of each FITO'’s
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part in these phases will be described in more details. Outputs:Bit [3:0]

1 Verilog Synchesizable > -
o Source Code -_mﬁm.
£ J ModTied Synthesized LI T I T 1T IT 1111
g Source Code Source Code ¢
Z M Od'f'(fgnge‘,aizlﬁ“ List \ Decoder B:8x256 | Fault M odel:

Sy$00e|3|s X=0:Nothing.
. OutputsFis[zss:0] X nraultinjection
{ F;ult LILS'th Gate-level i i
Ime LIS - .

3 Sottce Code Figure 3 : Fault list format
= | FauT Tojection W anager Witk Mod_lfled source podg contains fault |nject|on_
Z synthesized source code manager with modified circuit. So, the target system is
g FPGA Board . .. . .
is [ ] suitable for fault injection experiments. Decoder A and B

Y Fault Golden H L .
o‘{ | ey oonen are the main parts of the fault injection manager.
£ After this step, the modified source code must
g Result . . .
g synthesize with some synthesis tool and the gate level source
= code which is suitable for programming the FPGA will be
s Fault .

v produced. By using the gate level source code the FPGA

Figure 2 : Fault injection process with FITO will be programmed.
3.1 THE SETUP PHASE 3.2 THE EMULATION PHASE

The main objectives of this phase are achieving modiﬁeldn th.e emulation phase, modified codes creatgd by the
. previous phase are emulated. After emulating each

Verllog.source codes Of_ the original modgl that ISexperiment, the information of the observation points will

synthesizable and generating correspond fault list for eagly, gant through the serial port. So, each experiment will

faultinjection experiments. have one trace file. Each trace file is created with the
In setup phase the Verilog models have been givePPservation data points of each experiment. Results of this

to the FITO. First, by selecting all or some of thephase are providing 1) one fault free trace file (golden run

trace file) and 2) faulty trace files which are generated by

considered fault models, the Source Code Modifier . . . .
performing faulty experiments. During this phase, the

processes the Verilog model of the system. After US&esult analyzer part of FITO must be run from the user.
specifies the main module, a source navigator shows th&is part sends each fault list and time list of the fault
wires and registers to user. After selecting the fault injeCtiOﬁhjection experiment to the fault injection manager. Then,
properties and the observation points, FITO generates thige fault injection manager sends the contents of the
corresponding fault list, time list and the synthesizabl@bservation points to the result analyzer. At the start of the

modified source code. The synthesizable modified sourdaultinjection experiments, the fault injection manager reset

Sthe first bit of fault list for creating the golden trace file.

code has additional flip-flops for each observation points, ) ) -
Then, each fault list and time list is sent to the FPGA board.

Each time list indicates the time for triggering eachafter the fault injection the contents of the observation
fault injection experiment and the fault list is used forpoints are sent to the host computer for analyzing the
indicating the fault injection location. A typical fault list is system behavior.
described in figure 5. As shown in figure 5, the first bit of3.3 THE EVALUATION PHASE

fault list is used for performing the fault injection experiment.l.he main objective of this phase is the fault tolerance
In addition, two bits and eight bits are the inputs to decodeframeter estimation. It is done by result analyzer software
A and B. Outputs of decoder A and B are Bit[3:0] ,part of FITO that is located on the host computer. Result

FIS[255:0] which together indicate the bit position of theanalyzer estimates the dependability parameters by tracing
target register for bit-flip fault injection. The FIS[255:0] differences between golden run and faulty trace files. Some

without Bit[3:0] are used for supporting permanent and@cilities were developed for user interactions and for
transient fault models. required fault tolerant parameter determination.
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4. EXPERIMENTAL RESULTS The fault propagation results, fault models for each

L . module and the number of fault injection points have been
We developed the fault injection using the Altera DSP

. : ) shown in table 3.

development board, equipped with Strati EP1S25F780C _ _

FPGA. An OpenRISC 1200 has been used as benchmark ~ AS shown in table 3, different fault models are
for FITO evaluation. The main reason for using OpenRis€onsidered for each module of the OpenRISC 1200
1200 is that it has synthesizable Verilog Description anglicroprocessor. The Ctrl unit (Control Unit) plays the key
intended for embedded systems, automotive, portabl@!€ in controlling the pipeline registers of the
computer environments. In the experiments, two commofICroprocessor. So, the transient fault model for t_he |nterr_1al
workload programs are considered [10]. The matriVires ofthls_ module was _conS|dered.The pc reglsterwr_nch
multiplication and the bubble sort. The workloads are codel§ the mostimportant register of the system for controlling
in C and are compiled with GNU gcc compiler. So, aftefh_e flc_)w of the Worklogd is considered for blt-_fllp fault
this step, the suitable code for the OpenRISC 120tection. So, _the b|t_- flip fault mod(—_:‘l was considered for
microprocessor will be generated. After this step wé&he Genpc unit that involves pc register.

connected instruction and data memory to the processeér COMPARISON WITH FPGA-BASED

with the workload which is loaded into the instruction FAULT INJECTION TOOLS

memory.

Table 1: Available and consumed EPGA For estimating the main properties of FITO that were

mentioned in section 1, a comparison between FITO and

resources (EP1S25F780C5) other fault injection tools is needed. FITO provides

controllability over 255 wires and registers of the target

# % microprocessor which is sufficient for having the control

Total AvailableLEsin theFPGA | 25660 | 100 over the important wires and registers of the target
LEs used by the OpenRISC 1200|4769 1858 microprocessor. Because of using the combinational logics
LEs usad by the OpenRISC 1200 + FI | 5401 >1.04 (two decoders) and_compacted fault and time lists the area

overhead of FITO is very lower than the FIDYCO and

The faults are injected in different parts of theFIFA and it uses one flip-flop for every fault injection
CPU modules of the OpenRISC 1200 core consisting dbcation. The minimum 22% area overhead has been
control unit, the genPC unit, the Instruction Fetch unit angeported for FIFA tool.
the ALU unit. The total runtime of the matrix multiplication
and bubble sort were 990 and 5890 clocks. In thisCONCLUSlOl\I
experiment total 4000 permanent and transient faulfBhis paper described the FPGA-based fault injection tool,
injected at 100 random locations. For each location of thealled, FITO for evaluating the digital systems modeled by
every fault, experiments were carried out 20 times witierilog HDL. Fault injection with FITO is done by applying
uniform distribution during the running of the eachsome extra gates and wires to the original design description
workload. The fault duration for transient faults were onend modifying the target Verilog model of the target system.
clock period. The OpenRISC 1200 microprocessoFITO support some properties such as high speed, good
emulated using 80 MHZ clock. The observation points areontrollability, good observability and low area overhead.
the address bus, data bus and the register file. As a case study, an OpenRISC 1200 have been evaluated
Table 2 shows the speed-ups. As shown in table 8" the E_P182_5F7_80C FPGA and 4000 faults have been
the resulted speed-up is workload dependent. This jgjected into this microprocessor. The effects of faults have

because bubble sort workload generates more signal ev&§en classified into control flow errors, data errors and

than matrix multiplication. failures :_;lctivated. Results_ shovx_/ that the FITQ i_s more
than 79 times faster than simulation-based fault injections
Table 2: The Resulted Speed-ups with only 2.5% FPGA overhead.

Workload Simulation | Emulation | Speed-up
Time (sC) | Time(seC)
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GDI Based Subthreshold Low Power D - Flipflop

\ /ABSTRACT
N.Vishnuvardhan

(I M.Tech)
CREC,

Energy performance requirements are forcing designers of next-generatio  lystems
to explore approaches to lease possible power consumption. Power consymption
is majorly affected by power supply voltage. Scaling of power supply voltage is
Tirupati.| | maior factor to reduce power consumption. The technique to achieve ultra-low
power is to operate the circuit with supply voltage less than threshold vqltage.
vishuskht@gmail.com | The region where supply voltage is less than threshold voltage is called sub
threshold region. Ultra-low power consumption can be achieved by opetating
digital circuits at sub threshold region. Here proposed sub threshold circgit is
C.Leelamohan based on GDI (Gate Diffusion Input) technique. GDI technique allows reducing
M.Tech, HOD power consumption, delay, area of the digital circuit while maintaining|low
DEP.OF.ECE,CREQ, | complexity of logic design as compared to other CMOS (Complementary |Metal
Tirupati. Oxide Semiconductor) circuits.

KEY WORDS

"amOha”416@qma“-9m \ Gate Diffusion Input technique, Sub threshold region, Ultra-low power

INTRODUCTION important part of the total power consumption of a chip.

_ , By utilizing the leakage current of devices working in sub
Increasing demand for battery-operated mobile platformﬁ1resho|d region, we propose a method to reduce the

like Igpto'ps, ce_IIuIarphones, etc., hasledto the requiremqgtclkage power of D flip flops in this paper by using GDI
for circuit designs to be more power aware. Scaling ofhnigue. Implementing and simulating the D flip flop using
power supply voltage is major factor to reduce the powegp,e Gp) technique and operating it in sub threshold or weak
consumption. Sub threshold operation has gained a lot pf, ersjon region, reduces the area, and power consumption

attention due to ultralow-power consumption applicationgs \yell as power delay product w.r.t. the conventional
requiring low to medium performance. It has also beeg:\10s circuits.

shown that by optimizing the device structure, powe
consumption of digital sub threshold logic can be furthebASIC PRINCIPLE
minimized while improving its performance. To accomplishSUB THRESHOLD REGION

.thls task cwgmt W't.h Iowe_r frequency should be operate ub-threshold circuits operate with a supply voltage that is
in the weak inversion region or sub threshold region. Su

threshold circuit tive t i ss than the threshold voltage of the transistor. Threshold

rs‘:' N cw:;w sﬂar(i V(_‘j[.r y S(_J‘I_rr]]S' Ve 10 dpr?r(]:esfs vtarla 'r?r{?oltage is the traditional level voltage and here the transistor
and temperature fiuctuation. 1hese, and otherfactors, aXBerates essentially based on leakage. Traditional digital
to be taken into con3|d_erat|on when d_eS|gn|ng cireuits fOEMOS transistors run either in the ON state (saturation)
sub threshold operation. The architectural techniqug, orr state (sub threshold), the sub threshold circuits are
described in this paper suggests a design to minimize arggne in an OFF state or an almost-ON state (still in sub

and capacitance by using Gate Diffusion Input (GDl}, eshold region but with weak inversion). The sub
multiplexer. threshold region is particularly important for low voltage,

As feature size of the CMOS (Complementarylow-power applications, such as when the MOSFET
Metal Oxide Semiconductor) technology continues to scal@vetal-Oxide Semiconductor Field-Effect Transistor) is
down, leakage power has become an ever-increasinged as switch in digital logic and memory applications,

National Conference Proceedings : Advanced Communication Systems and Applications -




because the sub threshold region describes how the switetany implementations. This technique allows reducing

turns on and off. power consumption, propagation delay, and area of digital
As power is related quadratic ally to the Supp|ycircuits while maintaining low _complexity of_Io_gic qQSign.

voltage, reducing the voltage to these ultra-low levels resulfd'® overall area and complexity of the circuitis minimized

in a dramatic reduction in both power and energy'Sing GDI technlqu_e. Mo_st of the functions WhICh are

consumption in digital systems. Due to the exponentidloMPlex (6-12 transistors) in CMOS, are very simple (only

current-voltage (I-V) characteristics of the transistor, sul§ ransistors per function) in GDI design method.

threshold logic gates provide near ideal voltage transfé/ARIOUS STAGES OF DESIGN

characteristics. In the sub threshold region, the transistor

input capacitance is less than that of strong inversion <= VIOUS DESIGN

operation. The transistor input capacitance, in sub threshotfhe pasic FF (Flip Flop) architecture reported in literature
is a combination of intrinsic (oxide capacitance angs 3 Master-Slave FF based on Gate-Diffusion Input (GDI)
depletion capacitance) and parasitic (overlap capacitanq@uitiplexers. GDI Multiplexers are composed of a single
fringing capacitances) of a transistor whereas the inpyair of transistors as shown in Figure.2 to the threshold
capacitance in strong inversion operation is dominated Ry|tage drop, but this phenomenon is substantially reduced
the oxide capacitance. Due to the smaller capacitance afpdsyp threshold operation. The design is composed of a
lower supply voltage operation. Since the sub thresholgajr of latches comprising a GDI multiplexer and a cross-
leakage current is used as the operating current in S@Bypled pair of inverters. The first multiplexer’s (Mux1)
threshold operation, these are not suitable for very highelector is connected to the system clock (Clk) and its
frequencies. inputs are connected to the FF input (D) and the feedback

GATE DIFFUSION INPUT TECHNIQUE loop. The inverted signal is the input to the second latch,
with the feedback loop connected to the opposite input of

The GDI approach allows implementation of a wide ranggye second multiplexer (Mux2). This topology creates a

of complex logic functions using only two transistors Thisysitive-edge triggered FF with a reduced Propagation delay
method is suitable for design of fast, low power circuitSge to the single inversion required before the output (Q)

reduced number of transistors while allowing simple t0p;s ready. In addition, cell sizing can be used to optimize the
down design. Gate-Diffusion-Input (GDI) design techniqugiming properties of the cell, but shouldn’t affect the

is an efficient alternative for the logic design in standarseration of the circuit due to incorrect rationing or process
CMOS and SOl technologies .A basic GDI cell containg,giations.

four terminals — G node (the common gate input of the
NMOS(Negative channel Metal-Oxide Semiconductor) and
PMOS(Positive channel Metal-Oxide Semiconductor)

transistors), P node (the outer diffusion node of the PMOS

Invl Inv2 Inv3 Inv4

transistor), N node (the outer diffusion node of the NMOS ~ Clk Y T
transistor), D node (the common diffusion of both Figure2 : Basic Flip Flop Diagram with GDI
transistors). P, N and D may be used as either input or Multiplexer
I(;L;tplut nodes, depending on the circuit structure shown lI?\/IPROVED DESIGN
P The improved design shown in Fig.3 that can reduce the
area even further and improve the setup time. This is
q achieved by removing the first stage feedback inverter and
G D passing the feedback from the second stage instead. The
o improved design, shown in Fig.3, comprises 10 transistors,

—l In order to function correctly; this FF requires a delay on
the clock fed to the selector bfuxl Without this delay,
the selected input of the Mux1 would toggle on the positive-
edge of the clock before the updated value had arrived at
its feedback input. Resistor can be used here as a delay
Multiple-input gates can be implemented byelement. The resistor area, on the other hand, depends
combining several GDI cells .GDI enables simpler gatessery strongly on the technology which is used to fabricate
lower transistor count, and lower power consumption ifihe resistor on the chip. For fabricating of resistor using

N
Figurel : Symbol of GDI cell
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standard PMOS resistor using the standard MOS procespdated value had arrived at its feedback input. NMOS is
such as Diffused resistor and poly silicon resistor. Thereferred over PMOS as NMOS has less on resistance
diffused resistor is fabricated, as name implies, as aand hence shows less power consumption. From the
isolated n type or P type diffusion region with one contacsimulation results reveals that proposed circuit shows least
on each end. The resistance is determining by the dopipgwer consumption as compared to all other circuits. This
density of the diffusion region and the dimension. Thé® flip flop require a delay on the clock fed to the selector
placement of this resistor structure on chip, commonly in af Mux1. In this case, the Inv1 could switch and change
serpentine shape for compactness, requires significantllye state of the entire FF. Mux1 should toggle only after
large area than the driver MOSFET. An alternativehe Q (the feedback input of Mux1) reaches the sufficient
approach to save silicon area is to fabricate the load resistevel. Here NMOS provides sufficient delay so that until
using un doped poly silicon. In conventional poly gate MOSeedback has reached at the input of theMUX1.The
technology, the poly silicon structures forming the gates gfresence of NMOS transistor would ensure that the MUX1
transistor and the interconnect lines are heavily doped Bhould toggle only when the output is generated at the
order to reduce resistivity. But one drawback of thigositive edge of the clock. After this input is provided to
approach is that the resistance value cannot be controll®lUX2 and the slave latch is enabled. This added delay is
very accurately. necessary for right operation of the flip flop.

Q Q

|N3 P4 P5

M ux2 Inv2 Inv3
P3 N4 N5

2

Figure3 : Basic Schematic of Improved Flip Flop  Figure5 : Proposed D Flip-Flop circuit using NMOS

MODIFIED FLIPFLOP DESIGN as delay element

The basic flip flop design is further modified to achieveSl'leLATIOI\I RESULTS

lesser power consumption. The modified circuit is showiSIMULATION ENVIRONMENT

in Fig.4. Here PMOS is used as a delay element. This F o . .
comprises 11 transistors, a relatively small numbe-the characterization of the flip-flop has been achieved by

g . :
substantially reducing area and capacitance. In additioﬁImUIatIon on a 90 nm standard CMOS process. To establish

the clock load of this design is only 4 transistor gates. Th%h impartial testlng_ environment each f:|rcmt.ha\_/e begn
ed on the same input patterns. The simulation is carried

cross coupled inverters ensure that strong signals are pasgeesg : .
from the multiplexers and block any reverse current ut by TSPICE using the BSIM4 predictive models at tanner
DA tool. All flip-flops are simulated in weak inversion

tmhgcéﬁggdttﬁglﬁtlt;]r;:ﬁ?gri.;Fr:l(raelzz\élgfctéansstor used Inthregion i.e. sub threshold with a threshold voltage of

o
o

Inv2

Q V,, =0.17V andV, =-0.19V and power supply voltage
ranging from 110mVdown to 170mV.

SIMULATION COMPARISON

The proposed design circuit and previous design are

simulated and compared for differevif, (where thev

used in operation is below the threshold voltage of the
PMOS and NMOS transistors) and operating frequency
in terms of power consumption. Figure. 5 and Figure.

o

Figure4 : Modified D Flip-Flop circuit using PMOS
as delay element

PROPOSED D FLIPFLOP DESIGN

o o ) For all the values oW/, and frequency, the GDI MUX
The NMOS of the proposed circuit shown in Fig.5 is dela)éased Flin-Flob vield less power consumption than GDI
element. Without this delay, the selected input of theMux b-+1op Yy P P
cell based Flip-Flop.

would toggle on the positive-edge of the clock before thé

6shows the power at various values/ff and Frequency.
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Power vs Vdd
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Figure5 : Power vs Vdd of GDI cell and GDI MUX
based Flip-Flop at weak inversion region
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Figure 6 : Power vs Frequency of GDI cell and GDI
MUX based Flip-Flop at weak inversion region.

Figure.7 and Fig.8 shows the comparison between

GDI MUX based Flip-Flop with proposed D Flip-Flop

circuit has less power consumption than modified
circuit.
3.50E-09 1 Power vs Vdd
2 3.00E-09 1
2.50E-09 1 -e-Proposed
2.00E-09 - M odified
1.50E-09 1
1.00E-09 -
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Figure 9 : Power vs Y, of Proposed D Flip-Flop and
Modified D Flip-Flop circuit at Weak inversion
region.
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Circuit. The proposed circuit shows less powerconsumptio&igurelo . Power vs Frequency of Proposed D Flip-

at different values o¥/, and Frequency.
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Figure 7 : Power vsV 4 of GDI MUX based Flip-

Flop and Proposed D flip flop circuit at Weak
inversion region.
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Figure 8. Power vs Frequency of Proposed D Flip-
Flop and GDI MUX based Flip-Flop at Weak
inversion region.Figure.9 and Figure.10 shows the
power comparison of modified and proposed circuit

at different values of frequency ang,,. Proposed

Flop and Modified D Flip-Flop circuit at Weak
inversion region.

CONCLUSION

Digital logic sub threshold operation is introduced briefly
as a means to achieve very high energy savings, and ultra-
low power for systems which do not have high performance
requirements. However, due to the high sensitivity of the
sub threshold circuits to process variations, it is imperative
to use innovative design techniques to improve circuit
robustness. Sub threshold operation is suited for circuits
which have low frequency requirements. Sub threshold
region compared to the super threshold region such as
exponential dependence of current on gate voltage, lower
intrinsic gate capacitance. Because of these differences,
conventional design techniques may yield suboptimal
results. Comparisons show that proposed circuit is the best.
The experimental results verify that GDI is superior to other
styles.
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FPGA Implementation of High Speed AES Algorithm for Improving
The System Computing Speed
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Kurnool, AP, India .S0 as to reach the purpose of improving the system computing speed, the pipelining
and parallel processing methods were used. However Field programmablg Gate

Arrays (FPGAs) offer a quicker, more customizable solution. This research

investigates the AES algorithm with regard to FPGA and the Very High $peed

Integrated Circuit Hardware Description Language (VHDL). Software is used

for simulation and optimization of the synthesizable VHDL code. All the

transformations of both Encryption and Decryption are simulated using an iterative
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1. INTRODUCTION algorithms) and symmetric encryption algorithms (with

The National Insti ¢ dards and Technol NIST rivate key algorithms). Symmetric key algorithms are in
& National Institute of Standards and Technology (NIS general much faster to execute electronically than

solicited proposals_for the Advanced Encryption Standgr symmetric key algorithm.
(AES). The AES is a Federal Information Processing _ _ .
Standard, (FIPS), which is a cryptographic Algorithm that The algorithm is composed of three main parts:

is used to protect electronic data. The AES algorithm is &IPher. Inverse Cipher and Key Expansion. Cipher

symmetric block cipher that can Encrypt, (encipher), am@;or_lverts data tq an unintelligible form cal_led glpher 'Fext

decrypt, (decipher), information. Encryption converts dat¥vhile Inverse C_lpher converts data_ back into its original

to an unintelligible form called cipher-text. Decryption ofform called plaintext. Key Expansion generates a Key

the cipher-text converts the data back into its original formchedule that is used in Cipher and Inverse Cipher
which is called plaintext. The AES algorithm is capable oProcedure. Cipher and Inverse Cipher are composed of
using cryptographic keys of 128, 192, and 256 bits t§Pecific number of rounds (Table 1).

encrypt and decrypt data in blocks of bits. _address ——>clock
) ) ] mode | Interface control f——spStart
Cryptography plays an important role in the security completion” unit ——>load
.. . . ] l—>reset
of data. It enables us to store sensitive information or |
transmit it across insecure networks so that unauthorized l l

persons cannot read it. The urgency for secure ex-change
of digital data resulted in large quantities of different

encryption algorithms which can be classified into two DatabusT
groups: asymmetric encryption algorithms (with public key

Key expansion| | Encrypt and decrypt

Figure 1: AES module Architecture
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For the AES algorithm, the number of rounds to Decryption in AES is done by performing the
be performed during the execution of the algorithm isnverse operations of the simple operations in reverse order.
dependent on the key length. However, as shown later on in this paper, because of the

Table.1 block cipher mode of operation used, decryption is
Implemented but never used.

Key Block Number of

(Nk (Nb (Nr) The AES encryption and decryption processes for a 128-

words) | words) bit plain text block are shown in Figure. 2 and 3. The AES

AES 4 4 10 Algorithm specifies three encryption modes: 128-bit, 192-
128 bit, and 256-bit. Each cipher mode has a corresponding

AES 6 4 12 number of rounds Nr based on key length of Nk words

192 .The state block size, termed Nb, is constant for all
AES 8 4 14 encryption modes. This 128-bit block is termed the state.
256 Each state is comprised of 4 words. A word is subsequently
Key-Block-Round combinations defined as 4 bytes. Tablel Shows the possible key/state

AES operates on a 4x4 array of bytes (referred tBlock/round combinations.
a s “state”). The algorithm consists of performing fourA.  Encryption Process

different simple operations. ) ] ]
The Encryption and decryption process consists of a number

These operations are of different transformations applied consecutively over the
. Sub Bytes data block bits, in a fixed number of iterations, called rounds.
The number of rounds depends on the length of the key

- Shift Rows used for the encryption process. For key length of 128
« Mix Columns bits, the number of iteration required are10. (Nr = 10). As
. Add Round Key shown in Figure. 2, each of the first Nr-1 rounds consists

of 4 transformations: Sub Bytes (), Shift Rows (), Mix
Columns () & Add Round Key ().

Fig: Structure of AES Encryption and Decryption
process

Sub Bytesperform byte substitution which is derived from
a Multiplicative inverse of a finite field.

Shift Rows shifts elements from a given row by an offset

Equal to the row number.

, ) The four different transformations are described in
Mix Columns step transforms each column using aNYetail below

Invertible linear transformation.

Add Round: Key step takes a 4x4 block from a expandeol) Sub Bytes Transformation (SB)

key Itis a non-linear substitution of bytes that operates indepe-
(Derived from the key), and XORs it with the “state”.  ndently on each byte of the State using a substitution table
(S box). This S-box which is Invertible is constructed by

AES is composed of four high-level steps. These are: first taking the multiplicative Inverse in the finite field GF

1. Key Expansion (28) with irreducible Polynomial m(x) = x8 + x4+ x3 + X +
2. Initial Round 1. The element {00} is mapped to it. Then affine
3. Rounds transformation is applied (over GF (2)).

4 Final Round 2) Shift Rows Transformation (SR)

The Key Expansion step is performed using ke>pyc|ical|y shifts the rows of the State over different
schedule. The Initial Round consists only of an Add Roun@fS€ts. The operation is almost the same in the decryption
Key operation. The Rounds step consists of a Sub Byte[0Cess except for the fact that the shifting offsets have
Shift Rows, Mix Columns, and an Add Round Keydifferent values.
operation. The number of rounds in the Rounds step vari
from 10 to 14 depending on the key size. Finally, the Fina
Round performs a Sub Bytes, Shift Rows, and an add Rouidhis transformation operates on the State column-by-
key operations column, treating each column as a four-term polynomial.

Mix Columns Transformation (MC)
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The columns are Considered as polynomials over GF (28). IMPLEMENTA TION
and multiplied by modulo x4 + 1 with a fixed polynomial

a(x) = {03} x3+ {01} x2+ {01} x+ {02}. Thg AES algorithm is implem(_anted_ using VHDL coding in
: : Xilinx ISE 9.2. First, the algorithm is tested by encrypting
| and decrypting a single 128 bit block. After having an
| operational block cipher, the next step is to embed this block
Key0 ARK : cipher in a block cipher modes of operation.
| Cipher feedback (CFB) shown in Figure 4 and
9 SB | 9 ISR Figure 5, is chosen since the message does not have to be
SR | ISB padded to a multiple of the cipher block size while
MC 11 ARK preventing some manipulation of the cipher text.
ARK | IMC Initilization Vector (IV)
| 11T
SR : ISR | | |
ARK [ ISB Blcok Cipher Blcok Cipher Blcok Cipher
Keyl0— | Key0 ARK Key —>jEncryption | K ey—s{Encryption ||Key—>{Encryption
v o )
' <-H:IID] Ciphertext <{I:EI:EI:IEI:lt
Figure : Block diagram representation of AES el ertext T A perex
algorithm (Decryption and Encryption) Plaintext Plaintext Plaintext
4) Add Round Key Transformation (ARK) Flgure?.éll: Encryptlon using Cipher Feedback (CFB
Initilization Vector (1V)
In this transformation, a Round Key is added to the State [I1111m
by a simple bitwise XOR operation. Each Round Key 1
Y

consists of Nb words from the key expansion.
Blcok Cipher Blcok Cipher, Blcok Cipher

Those Nb words are each added into the columng e —>Encryption | Key—»Encryption | |Key—s{Encryption
of the State. Key Addition is the same for the decryption
; ; ; Plaintext
process. Figure. AES Encryption and Decryption ProceSEEIIIIEI]»

Plaintext Plaintext

—>

Key Expansion: Each round key is a 4-word (128-
bit) array generated as a product of the previous round Ciphertext Ciphertext Ciphertext
key, a constant that changes each round, and a series OfFS?gure 5: Decryption using Cipher Feedback (CFB)
Box lookups for each 32-bit word of the key The key
schedule Expansion generates a total of Nb (Nr+1) wordg./' SIMULATION RESULT

B. Decryption Process A. Encryption Process (Cipher)

For decryption, the same process occurs simply in rever$€S block length/Plain Text = 128bits (Nb = 4)
order - ta!«ng th.e 128-bit bIock.of IC|pher tgxt andKey length = 128 bits (NK = 4);

converting it to plaintext by the application of the inverse
of the four operations. Add Round Key is the same foNo. of Rounds = 10(Nr = 10)

both encryption and decryption. However the three othes|5in Text :00112233445566778899aabbcecddeeff
functions have inverses used in the decryption process:

Inverse Sub Bytes, Inverse Shift Rows, and Inverse Mi¥e€Y : 000102030405060708090a0b0c0d0e0f
Columns. Output/Cipher Text: 69c4e0d86a7b0430d8cdb78070b4c55a

This process is direct inverse of the Encryption Figure 6 represents the waveforms generated by

process. All the transformations applied in Encryptior{he 128- bit complete encryption Process. The inputs are

process are inversely applied to this process. Hence trc]cF)ckl & clock2, Active High reset, 4-bit round, and 128-
last round values of both the data and key are first roun

inputs for the Decryption process and follows in decreasinl&It state & key as a standard logic vectors, whose output
order. is the 128-bit cipher (encrypted) data.
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Now: Target FPGA device Vertex

; . XCV600BG
1000 1s Tns  GE0 BOns o080 OROns 1000
R e 560-6
Mk i Optimization goal Feed
Nt 0 J—L,—u—l_l—u—u—] Maximum Operating Freq 140.390 MHz
ks — No. Of dices 1853 out of
Btz 120 IGO0 T FOBSAT B DIE DUCRE JEATAE 6912(26%)
Bakomdiy 10| 0 No. Of Sliceflip flops 512 out of
d ; : 13824(3%)
s No. Of 4-i/pLUTs 3645 out of
sy 1| | 28HBDBETCADF2B5779EOBG1 2 GE0BI0BED 13824(26%)
b i T ENGACHEUDERATBO S0DBCOBTADTOBACAEe No. Of bonded 10Bs ?;’;(V())Ut of 408
0,
Figure 6: Simulation Waveforms of final round of No. Of GCLK 2 out of 4(50%)
_ 256x8-bit ROM 20
Encryption process Encryption/Decryption 352 Mbps
. . Throughput
B. Decryption Process (Inverse Cipher) Total Memory Uses 130248 Kbytes
AES block length/Cipher Text = 128bits (Nb = 4) Table 2: Results of FPGA Implementation of AES

The parameter that compares AES candidates
from the Point of view of their hardware efficiency is
No of Rounds = 10(Nr = 10) Throughput. Encryption / Decryption Throughput = block

size frequency total clock cycles. Thus, Throughput = 128
Input/CipherText: 69c4e0d86a7b0430d8cdb78070b4c558 140.390MHz/51 = 352 Mbits/sec.

Key length = 128 bits (Nk = 4);

Key: 000102030405060708090a0b0c0d0e0f VI. CONCLUSION

Output/Plain Text : 00112233445566778899aabbccddeelf® Advanced Encryption Standard algorithm s an iterative
private key symmetric block cipher that can process data

Figure 7 represents the waveforms generated Bylocks of 128 bits through the use of cipher keys with lengths
Pef 128, 192, and 256 bits. An efficient FPGA
Implementation of 128 bit block and 128 bit key AES
clockl & clock2, Active High reset, 4-bit round, and 128-cryptosystem has been presented in this Paper. Optimized
bit state & key as standard logic vectors, whose output &1d Synthesizable VHDL code is developed for the

_ _ implementation of both 128 bit data Encryption and
the 128-bit plain text (decrypted data). decryption process & description is verified using ISE 8.1

the 128- bit complete decryption Process. The inputs a

Now: functional simulator from Xilinx. All the transformations of
100100 ns p00S0ns G060 r”'35'|”“S 80060 9””g|” ns 100100 algorithm are simulated using an iterative design approach
. ; LI R in order to minimize the hardware consumption. Each
s : program is tested with some of the sample vectors provided
bl 0 by NIST. The throughput reaches the value of 352Mbit/
Tgllafiary 18| a0 30304050607 DB MATEICITE R sec for both encryption and decryption process with Device
Dglondn 0| 0 XCV600 of Xilinx Vertex Family.
et 0 REFERENCES
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Weighted Pattern Generator for Fault Detection

™ (ABSTRACT

K.'Madan Mohan, | The hardware overhead and fault coverage of a circuit is an important prgblem
Asst.Professor, Dept. pf | in integrated circuits and Systems. To overcome this problem Accumulators based
ECE, Intell Engineerin test pattern generator is utilized to test integrated circuits and systems .For

College, Anantapu integrated circuits, the weights are defined based on subsequences of test patterns
Here we reduce the number of test vectors to overcome the faults so that the fault
coverage is maximum. In order to reduce the power and testing time we can use
three weights namely 0, 1, and 0.5. This scheme can be efficiently utilized tp drive
down the hardware of BIST pattern generation, Comparisons with previously
Abdul Junaid presented schemes indicate that the proposed scheme compares favorably with
respect to the required hardware.

= &

P.G. Scholar (M.Tech),
Dept. of ECE, Intell
Engineering College, | Keywords

Anantapur Memory BIST, Address Generation, ALU-based implementation.
DN
.  INTRODUCTION attractive since they have the potential to allow complete

. coverage with a significantly smaller number of test
Pseudorandom built-in self test (BIST) generators hav% g g y

. . X 9 atterns [10]. In order to reduce, minimize the hardware
been widely utilized to test integrated circuits and system é)lementation cost, other schemes based on multiple

The arsenal of pseudorandom generators includes, amap) ight assignments utilized weights 0, 1, and 0.5. This
others, linear feedback shift registers (LFSRs) [1], ceIIuIa;gl

5 d | ari b : proach boils down to keeping some outputs of the
automata_l[ ].' and accumu ators driven by a constant va nerator steady (to either 0 or 1) and letting the remaining
[3]. For circuits with hard-to-detect faults, a large numbe

) utputs change values (pseudo-) randomly (weight 0.5).
of random patterns have to be generated before high fa"Hﬁis approach, apart from reducing the hardware overhead

coverage is achieved. Therefore, weighted pseudorandqiis peneficial effect on the consumed power, since some
techniques have been proposed where inputs are biasgqne circyit under test (CUT) inputs (those having weight
by changing the probability of a “0" or a "1 on a given g o 1y remain steady during the specific test session [30].
input from 0.5 (for pure pseudorandom tests) to some othgromeranz and Reddy [5] proposed a 3-weight pattern
value [10], [12]. generation scheme relying on weights 0, 1, and 0.5. The

Weighted random pattern generation methodshoice of weights 0, 1, and 0.5 was done in order to
relying on a single weight assignment usually fail to achievainimize the hardware implementation cost. Wang [2], [8]
complete fault coverage using a reasonable number of tggbposed a 3-weight random pattern generator based on
patterns since, although the weights are computed to Bean chains utilizing weights 0, 1, and 0.5, in a way similar
suitable for most faults, some faults may require long tesd [5]. Recently, Zhangt al.[9] renovated the interest in
sequences to be detected with these weight the 3-weight pattern generation schemes, proposing an
assignments if they do not match their activation anefficient compaction scheme for the 3-weight patterns 0,
propagation requirements. Multiple weight assignmentg, and 0.5. From the above we can conclude that 3-weight
have been suggested for the case that different faulp&ttern generation based on weights 0, 1, and 0.5 has
require different biases of the input combinations applie@ractical interest since it combines low

to the circuit, to ensure that a relatively small number of Current VLS circuits, e.g., data path architectures
patterns can detect all faults[4]. Approaches to deriv8r digital signal processing chips commonly contain

weight assignments for given deterministic tests arithmetic modules [accumulators or arithmetic logic units
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(ALUSs)]. This has fired the idea of arithmetic BIST Test vector InputsAl4:0]
(ABIST) [6]. The basic idea of ABIST is to utilize Tl 00101
accumulators for built-in testing (compression of the CUT % %818
responses, or generation of test patterns) and has bee T4 11111
shown to result in low hardware overhead and low impact TABLE |

on the circuit normal operating speed [2]-[5]. In [6],

Manichet al.presented an accumulator-based test pattern TEST SET FOR THE C17 BENCHMARK

generation scheme that compares favorably to previously #| Cin | All] | B[i] | S[i] | Cq, | Comment
proposed schemes. In [7], it was proved that the test vectors % 8 8 2 2 8 c I
generated by an accumulator whose inputs are driven by a at — ~in
constant pattern can have acceptable pseudorandom 3|0 |1 0 1 0 Car =Cin
characteristics, if the input pattern is properly selected. 410 |1 1 0 1

However, modules containing hard-to-detect faults still 2 i 8 2 é 2 Cy =C
require extra test hardware either by inserting test points T 1 o To 11 COUt: :
into the mission logic or by storing additional deterministic out — in
test patterns [4], [12]. 8|1 |1 L 1 L

TABLE |

In order to overcome this problem, an accumulator-
based weighted pattern generation scheme was proposed TRUTH TABLE OF THE FULL ADDER
in [11]. The scheme generates test patterns having onelof ACCUMULATOR-BASED 3-WEIGHT
three weights, namely 0, 1, and 0.5 therefore it can be PATTERN GENERATION

utilized to drastically reduce the test application time iRy shall illustrate the idea of an accumulator-based 3-
accumulator-based test pattern generation. However, tw‘eight pattern generation by means of an example. Let us
scheme proposed in [11] possesses three major drawbackgnsider the test set for the c17 ISCAS benchmark [12],
1) it can be utilized only in the case that the adder of th@] given in Table I. Starting from this deterministic test

accumulator is a ripple carry adder; 2) it requireset, in order to apply the 3-weight pattern generation
redesigning the accumulator; this modification, apart fronscheme, one of the schemes proposed in [5], [8], and [9]
being costly, requires redesign of the core of the data pag#n be utilized. According to these schemes, a typical weight
a practice that is generally discouraged in current BIS®SSignment procedure would involve separating the test

schemes: and 3) it increases delay, since it affects ti§gt iNto two subsets, S1 and S2 as follows: S1={T1, T4}
normal operating speed of the adder , S2={T2, T3} The weight assignments for these subsets

isw(s1) ={-,-,1,-,1}and W(S1) ={-,-,0,1,0} where a “-”

In this paper, a novel scheme for accumulatorgenotes a weight assignment of 0.5, a “1” indicates that
based 3-weight generation is presented. The proposete input is constantly driven by the logic “1” value, and
scheme copes with the inherent drawbacks of the schert@indicates that the input is driven by the logic “0” value.
proposed in [11]. More precisely: 1) it does not impose ani the first assignment, inputs A[2], and A[O] are constantly
requirements about the design of the adder (i.e., it can B&ven by “1”, while inputs A[4], A[3], A[1] are pseudo
implemented using any adder design); 2) it does not requif@ndomly generated (i.e., have weights 0.5). Similarly, in
any modification of the adder; and hence, 3) does not affedte Sécond weight assignment (subset S2), inputs A[2] and

: ] are constantly driven by “0”, input A[1] is driven by
the operating speed of the adder. Furthermore, the propoé%&) and inputs A[4] and A[3] are pseudo randomly
scheme compares favorably to the scheme proposed jn

. fh ired h h enerated. The above reasoning calls for a configuration
[11] and [12] in terms of the required hardware overheadst iq accumulator, where the following conditions are met:

This paper is organized as follows. In Section Il, the ideil) an accumulator output can be constantly driven by “1”
underlying the accumulator-based 3-weight generation ig “0” and 2) an accumulator cell with its output constantly
presented. In Section Ill, the design methodology tariven to “1” or “0” allows the carry input of the stage to
generate the 3-weight patterns utilizing an accumulator isansfer to its carry output unchanged. This latter condition
presented. In Section 1V, the proposed scheme is comparédequired in order to effectively generate pseudorandom
previously proposed ones. Finally, Section V, concludes thgatterns in the accumulator outputs whose weight assi-

paper. gnment is “-".
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. DESIGN METHODOLOGY that the signals that drive the S inputs of the flip-flops of

: . . . Register A, also drive the R inputs of the flip-flops of
The implementation of the weighted-pattern generat'otn-{egister B and vice versa. Figure. 2. Configurations of

scheme is based on the full adder truth table, presentedtms accumulator cell of Figure. 1. Are represented in the
Table IIl. From Table Il we can see that in lines #2, #3, #q‘ollowing forms a, b and figure ¢ as follows

and #7 of the truth table Cout = Cin Therefore, in order to

transfer the carry input to the carry output, it is enough to p [Blil=0
set A[i] =NOT B[i] The proposed scheme is based on S R
this observation. |
The implementation of the proposed weighted Cou=Cin @ EA c
pattern generation scheme is based on the accumulator S !
cell presented in Fig. 1, which consists of a Full Adder ['u
(FA) cell and a D-type flip-flop with asynchronous set and D [
reset inputs whose output is also driven to one of the full _ i R
adder inputs. In Figure. 1, we assume, without loss of Resgg‘[[i']]jol v
generality, that the set and reset are active high signals. In @ A=l
the same figure the respective cell of the driving register o [Blil=1
B[i] is also shown. For this accumulator cell, one out of S R
three configurations can be utilized, as shown in Figure. 2. l_
S DR B[l] Cout=Cin FA Co
y Wy 5“]‘
D i
Cout &=
FA = Cin i R
Set[i]=0
S[i] Rese(te[i[]l]:l —14T AV_
0 Al
D Mt N B[]
S R s R
Set[i] [ 3
i v v
Reset]]] Al Cou
FA ‘__Cln
Fig 1 : Accumulator cell.

S[i]

In Figure. 2(a) we present the configuration that -
drives the CUT inputs When A[i] = 1 is required Set[i] = 1 s R
and Reset [i]= 0 and hence A[i] = 1 and B[i] = 0 Then the Set[i]=0
output is equal to 1, and Cin is transferred {g C Reset[i]=0 — 5 A'[i]

In Figure. 2(b) we present the configuration that
drives the CUT inputs When A[i] = 0 is required Set[i] =0
and Reset [i]= 1 and hence A[i] = 0 and BJ[i] = 1 Then the

output is equal to 1, and Cin is transferred g C | “Registers
T =_T_ 11

In Figure. 2(c), we present the configuration that
drives the CUT inputs when A[i] = “-“is required Set][i] =
0 and Reset [i]= 0. The D input of the flip-flop of register
B is driven by either 1 or 0, depending on the value that
will be added to the accumulator inputs in order to generate
satisfactorily random patterns to the inputs of the CUT.

Fig. 2: a ,b, ¢ Configurations of the accumulator
cell of Fig. 1.

¥ 1eé ¥ 1
Adder

v | ¢ | v |
Register A

0]

Set[n-1:0]

Reset[n-1

counter

Session

In Figure. 3, the general configuration of the
proposed scheme is presented. The Logic module provides
the Set[n-1:0] and Reset[n-1:0] signals that drive the S
and R inputs of the Register A and Register B inputs. Note

v v
A[n-1] A[n-2] A[0]

Fig. 3: Proposed scheme
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IMPLEMENTATION AND RESULTS

i6 1134 i16
:DTDJ:DO_

time different patterns aregenerated. By using accumulator
based3 weight pattern generation using LFSR all the
patterns are efficiently generated.

The proposed Low hardware Accumulator Based
3-Weight Pattern Generation for Boundary Scan designed
using Verilog hardware description language and structural
form of coding. The proposed system simulation results
are as follows

Simulation Results
Figure 4 : 8-Input Circuit Design

As we developed a circuit with different gates| R
having 8 inputs and 3 outputs. As there are 18 nets '
have used therefore 36 faults can be generated from the;
nets. As there are two types of faults will be producedil
The faults are struck at 0 faults and struck at 1 faul
Different types of fault patterns are generated From thi
circuit . The controllability and observability of the faults
should be observed. At each pattern different number ¢
faults is covered.

51 57 53 TR e

11 1 X 0 0

12 0 1 0 1

13 0 0 X 1

14 X 1 1 1 Figure.5 : Result of accumulator cell

:3 i )1( >1( )8 whensi=1ri=0,and ai=0is required then we

111 0 X 1 X will get the cy = 0 that will be transferred to the output

113 X 0 0 X and a out=1.whensi=0,ri=1,and ai=1isrequired
Table 1l : Generated Patterns then we will get the cy = 1 that will be transferred to the

outputand a_out =0whensi=0,ri=0,andai=0is
resquired then we will get the cy = 0 that will be transferred
&the outputanda out=1

A Typical weight assignment procedure involves
separating the patterns into 2 subsets:S1 and S2
follows:S1={P1,P3}, and S2 = {P2,P4}.

The weight assignments for these subsets are
w(s1)={-,0,0,1,1,1,-,0}, and W(S2) ={0,1,-,1,1,0,1,0} where
“ " denotes the pseudorandom value,”1” denotes input is
constantly driven by logic 1,”0” denotes input is constantly
driven by logic 0.

[

out[?]

(P1,P3) (P2,P4) TURE
| l 05 0 outi[0] 0
12 0 1
13 0 0.5
14 1 1
15 1 1
||171 015 (1) Figure.6 Result of 3 weighted pattern generation
113 0 0 The proposed system contains of season counter

and Ifsr (linear feedback shift register). Which is used to

Table 1V : Subset Patterns With Weights ! _ _ st _
roduce internal signals for the different combinations . it

The proposed system is implemented by using 5
test vector generator as shown in the figure and verilo,
code is implemented , and simulated. At different ns o

roduces different combinations of test patterns for given
ny circuit.
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are generated automatically for applied test vectors so that
there is 100% fault coverage. Comparisons with scan based
schemes show that the proposed schemes results in lower
hardware overhead. Finally, comparisons with the
accumulator- based scheme proposed reveal that the
proposed scheme results in significant decrease in hardware
overhead

[1]

[2]

3]

[4]

Figure 7 : 3-Weight BIST

The above result shows that by taking only 8[5]
signals as external inputs and with different combinations
of gates gives a inner circuits which produces three 3 output
signals as i16, i17, i18. By connecting the proposed design
circuit output to the inner circuit i.e. shownrigure 4: 8-

Input Circuit Design we can check the weather generatet%]
output test patterns are correct or not. So we can avol
the faults and fault coverage will be maximum.

Circuit Hardwareiverhead
Name [11] Prop Decr.
C1355 | 28% 5% 81% [7]
C3540 11% 4% 63%
C7552 17% 4% 76%
Table V : comparison of hardware (8]

V. CONCLUSION

The proposed system is an accumulator-based 3-wei3§ﬁ
(0, 0.5, and 1) test-per-clock generation scheme, whi
can be utilized to efficiently generate weighted patterns
and connected with inner circuits that check the output
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Indexa Novel Approach For Enhancement of Contrast and
Sharpness of an Image

™ (ABSTRACT

A.Sree Lakshmi Devl In the applications like medical radiography enhancing movie features| and
Department of E.C.E | observing the planets it is necessary to enhance the contrast and sharpness of ar
AITS| | image. We propose a generalized unsharp masking algorithm using the
Rajampet, Kadapa. | exploratory data model as a unified framework. The proposed algorithm is
designed to address three issues:1) simultaneously enhancing contrast and
sharpness by means of individual treatment of the model component and the
residual,2)reducing the halo effect by means of an edge-preserving filtef, and
ambatisrilakshmi416@gmail.com | 3)solving the out of range problem by means of log ratio and tangent operations.
We present a new system called the tangent system which is based upon a| specifi
bregman divergence. Experimental results show that the proposed algorithm is
able to significantly improve the contrast and sharpness of an image. Using this
algorithm user can adjust the two parameters the contrast and sharpness tp have
desired output
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T

Index Terms
e-mail; Bregman divergence, exploratory data model, generalized linear system, image
ravi.mvrm@gmail.com enhancement, unsharp masking.
-
. INTRODUCTION Ed
ge Contrast = d
o . o ~ "lpreserving [—r—»{enhancement > @ F— 39 @9
Now a days in digital image processing applications requires| [tiltering T Y@
an image that contains detailed information. So we need to : d=
. , . . » O Oy > @
convert a blurry image and undefined image into a sharper -
image. So in application orientation we need to enhance Adaptive v
the contrast and sharpness of the image. While enhancing > gginqml
the qualities of the image, it is clear that noise components
. . . xOy= q)_l[q(x)+ q(y)] ...... (1)
enhancement is undesirable. In this view the enhancement
of undershoot and overshoot creates the effect called asd  aOx=¢*ae(x) .. (2)
halo effect. So ideally our algorithm should only enhance Where x and y are sample signatsjs a real

the image details. To overcome this problem we need sxalar and @ is non-linear function. And the remarkable

use filters that are not sensitive to noise and do not smodifPPerty of log ratio approach is that it is operable in the

sharp edges. In this paper we use lod ratio approach rt%gion (0, 1) gray scale and can overcome the out of range
P edges. pap 9 PP problem. The following are the main issues in contrast

overcome the out of range problem. enhancement and sharpness enhancement in current

_ . Lo . processes as two tasks which will increase the complexity.
which is used for general addition and multiplication whic
he contrast enhancement does not lead to the sharpness

is shown in below figure. enhancement. Many of the existing systems facing the

National Conference Proceedings : Advanced Communication Systems and Applications -




problem of halo effect. While enhancing the sharpness of We address the issue of contrast enhancement and
animage, in parallel the noise of the image also is increasestharpening by using two different processes. The image y
Though all the systems have enhanced the sharpness @grocessed by adaptive histogram equalization and the
contrast of the image, this will give the best result onlyutput is called h(y). The detail image is processed by

after careful rescaling process. This was not there ig(q)=y(d) O d where y(d)is the adaptive gain and is a

existing SyStem' These issues can be solved through Yhction of the amplitude of the detail signal d. The final
approach using exploratory data model and log rat'gutput of the algorithm is then given by

approach. _h( )D[ (d)Dd] i
. EXPLORATORY DATA ANALYSIS v=hy)ue)sde e ()
MODEL FOR IMAGE ENHANCEMENT l. LOG-RATIO, GENERALIZED LINEAR

SYSTEMS AND BREGMAN DIVERG-
A well known idea in exploratory data analysis is to ENCE

decompose a signal into two parts. From This point of view,
the output of the filtering process, denoted y = f(x), can b&he new generalized operations will be defined using the
regarded as the part of the image that fits the Model. Thugguations (1) and (2). Here these operations are defined
based on the view vector space used logarithmic image
x=ydd .. (3) processing.

Where d is called as detail signal (the residuaIA definitions and properties of log-ratio ope-
and defined as d == y whereg is generalized subtraction.

rations
The general form of unshaped masking algorithm is as
follows. Nonlinear FunctionWe consider the pixel gray
v=h(y)dogd) ... (4) scalex 0(0,1) of an image. For an N-bit image, we can

éirst add a very small positive constant to the pixel gray

Where v is the output and h(y) and g(d) are th T
N such thatitis in the range (0, 1).

linear or non-linear functions. Explicitly we can say that/a/ue thgn scale it b_Y' suen
the image model that is being sharpened is the residual. [he nonlinear function is defined as follows:

addition, this model permits the incorporation of contrast _ (1—X)
: . . ox)=log—=> . (6)
enhancement by means of a suitable processing function X
h(y) such as adaptive histogram equalization. As such, the To simplify notation, we define the ratio of the
generalized algorithm can enhance the overall contrast andgative image to the original image as follows:
sharpness of the image. 1-x
X= ¢(X)T ....... (7)

Figure 2. Generalized unsharp masking algorithm
block diagram Using equation (1) the addition of two gray scales

The following is the comparison between classicai(l and x can be defined as

unsharp masking algorithm and generalized unsharp x, Ox, = 1 -_1 8)
masking algorithm. (L+ 910 )p=92(x)) 1+xix2
y d hey) | 9(d) Output | Re- And the multiplication of the gray scale x by a real
Ty TSR — ;+g(d) ?;e scalara (o < a < +w)is defined using (2) as follows
1
_ alx= i (9)
GUM | EPF | x@y | ACE yld) | h(y) @ | No 1+ X
®d 9(d This operation is called as scalar multiplication and
We address the issue of the halo effect by usingie define a new zero scale denoted by e as follows
an edge-preserving filter-the IMF to generate the signal. eOx=x . (10)
The choice of the IMF is due to its relative simplicity and
well studied properties such as the root signals. We addreEge value ofx| can be defined as follows.
the issue of the need for a careful rescaling process by Ox. 1U2<x<1
using new operations defined according to the log-ratio |X|= %- ' o (11)
and new generalized linear system. Since the gray scale —x 0=x<l/2
set is closed under these new operations Negative image and subtraction operation:
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The negative of the gray scale, denoted by, isegative images, respectively.

obtained by solving An indirect computational method is through the
xdx=1/2 .. (12) nonlinear function (6).
Now we can define the subtraction operation usingy =@ {af(a, 0x,)0 (0, Ox, 0 ..(a, Ox, )}

the addition operation defined in (8) as follows. ... (16)

B. Log-Ratio, the Generalized Linear System

X, =X, =X, O(0x i
1 =% =%, 0(6x,) and the Bregman Divergence:

1
:l+<|)(x )cl)(x _) We study the connection between the log-ratio and the
1 ! 2 Bregman divergence.
= G_,_ -_)1 ...... (13) 1) Log-Ratio andthe Bregman divergence:
X1X2

The Bregman divergence of two vectors x and vy,

denotedD (X || Y)is defined as follows:
Now when positive value a is added to the gray scale x
then there will be fluctuations in output image y based on D(XIY)=F(Y)-(X-Y)' OF(Y) ... 17)

the values of a given below.

Properties :

Where F:N - Ra strictly convex and

Order of reflections of the log-ratio addition. differentiable function defined over an open convex domain
O<a<l1/2 1/2<a<1l ¥ andVF is the gradient of F evaluated at point y. the
0<x<1/2 O<xOa<min(x,a) x<xOa<a weighted left-sided centroid is given by
1/2<x<1 a<x[da<x _ .
. . — . CL _argmmcDN ZrT:lanDF(C”Xn)
Order of reflections of the log-ratio multiplication. en
0<al o> o (5Na0F(X,) e (18)
O<x<¥% O<al alx<Xx Comparing equations (17) and (19) we can see
1/2<x<1 a OX <X a x> x thatx, is scalar and we can conclude as follows.
In case of log-ratio addition, based on the value of F(x) = fo(x)ox

the constant ‘a’ the variation of output gray value y is shown _
in the above table. The variations in y depends on the =xloglx)-(-x)loglt-x) ... (19)
positive and negative nature of the gray scale x and the Where the constant of the indefinite integral is
constant ‘a’. While coming to log-ratio multiplication the omitted. The previous function F(x) is called the bit entropy
result will be based on the gain valwend the polarity of and the corresponding Bregman divergence is defined as

the gray scale x.
Computation: De(xly)=~xlog= - - xlogli-x)/-) ... 20)

Computations can be directly performed using the new This is called as logistic loss. Therefore, the log-

operations. For example, for any real numhersando.,, ratio has an intrinsic connection with the Bregman

the weighted summation is given by dlvergeqce through the genergllzed weighted average. Thls
connection reveals a geometrical property of the log-ratio

(0, 0x,)0 (0, Ox,)= (14) which uses a particular Bregman divergence to measure

Txixg® the generalized distance between two points. This can be

the generalized weighted averaging operation isompared with the classical weighted average which uses
defined as the Euclidean distance. In terms of the loss function, while
y=(a, 0x,)0(a, 0x,)0 (05 0xs5)....0 (o, Ox,) the log-ratio approach uses the logistic loss function, the

G (15) classical weighted average uses the squared loss function.

G+G 2) Generalized Linear Systems and the Bregman

Divergence:

/ — /
Whereg :(I'Ixf}")l NandG :(n (1_)(n)an)1 Nare _ _
h iahted . fth iqinal and hWe can derive the connections between the bregman
the weighted geometric means of the original and t 8ivergence with other established generalized linear
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systems such as the MHS witf(s)=log(x)where © the HSI or the LAB color space. The chrominance
components such as the H and S components are not

x0(0,)and the LIP modej(x)=-logL-x) Type processed. After the luminance component is processed,
equation here. wherreD(—oo,l)the corresponding breg- the inverse conversion is performed. An enhanced color

man divergences are the kullback-Leibler(KL) for MHS image in its RGB color space is obtained. The rationale for
only processing the luminance component is to avoid a

DF(x,y) = x Iog%% (x _ y) (21) potential problem of altering the white balance of the image
""" when the RGB components are processed individually.

And the LIP B. Enhancement of the Detail Signal

D (x,y)= (- x)log[(L - x)/@L-y)] - [@-x)- - y)] (22) 1) The Root Signal and the Detail SignalLet us

denote the Median filtering operation as a function

Respectively. y =f (x) which maps the input to the output. An IMF

3) A new generalized system: _
operation can be represented gs; =f (y, ) where

We can define a new generalized system by letting
k =0123..... is the iteration index ang, =x .The

@(x)=0F(x). This approach of defining a generalized

linear system is based upon using the Bregman divergence Signaly, is usually called the root signal of the filtering
as a measure of the distance of two signal samples. The process ify, ., =y, .Itis convenient to define the root
measure can be related to the geometrical properties of
the signal space. A new generalized linear system for solving
the out-of-range problem can be developed by using tHe= mink, subject tH(y,,y,.,) <8
following Bregman divergence

signal as follows.

WhereH(y, Y., )is the suitable measure betwe-

D:(X,Y)= i_ Z -Vi-x* (23) €N the two images arslis a user defined threshold.
-y

o . It can be easily seen that the definition of the root
Which is generated by the convex function y

signal depends upon the threshold.
F(x)= —,/6 —x?) whose domain is (1,-1). The nonlinear)  Adaptive Gain Control

unction or<p(x)the corresponding generalized linear systenWe can see from Figure. 3 that to enhance the detail signal

dF(x) « the gain must be greater than one. Using a universal gain

is as follows:  #X)= - = (24) for the whole image does not lead to good results, because
X V1=X to enhance the small details a relatively large gain is

In this paper the generalized system is called agquired. However, a large gain can lead to the saturation

tangent system and the scalar addition and multiplicatioof the detailed signal whose values are larger than a certain

(equation (1) and (2)) is called as tangent operations. threshold. Saturation is undesirable because different

In image processing applications the pixel valuegmplitudes of the detail signal are mapped to the same
amplitude of either 1 or 0.This leads to loss of information.
herefore, the gain must be adaptively controlled. In the
oﬁowing, we only describe the gain control algorithm for
image is mapped tf0,2") as reversible operation. The ysing with the log-ratio operations. Similar algorithm can

total signal set is confined to (-1,1) and hence using thise easily developed for using with the tangent operations.
the out-of —range problem_ can overcome using Iog-rat_lol.o Control the gain; we first perform a linear mapping of
We can define the negative image and the subtractlcme detail sianal d to a new sianal c

operation, and study the order relations for the tangent 9 g

operations. c=2d-1 L. (30)

V. PROPOSED ALGORITHM Such that the dynamic range of cis (-1, 1). A simple
idea is to set the gain as a function of the signal ¢ and to

gradually decrease the gain from its maximum vaiyg,
We first convert a color image from the RGB color spacg,hen Ix<Tto its minimum vy, value when

from the interval[0,2")is mapped into (1,-1).then the
image is processed using tangent operations and then

A. Dealing with Color Images
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|c]- 1.More specifically, we propose the following halo effect which appears as a bright line surrounding the
adaptive gain control function relatively dark mountains (for Using a median filter, the
halo effect is mostly avoided, although for the square and
y(c)=a +[3exp(—|c|“) ...... (31) y 'oug d ,
diagonal cross mask there are still a number of spots with
Wherenis a parameter that controls the rate olery mild halo effects. However, the result from the
decreasing. The two parametexsand 3 are obtained horizontal-vertical cross mask is almost free of any halo
by solving the equations: effect. In order to completely remove the halo effect,
y(0)=y(1)=Y,,,, - For a fixedn, we can easily adaptive filter mask selection could be implemented: the
horizontal- vertical cross mask for strong vertical/horizontal
B edge, the diagonal cross mask for strong diagonal edge
B= (yMAX ‘VM|N)/(1‘9 ) """ (32) and the square mask for the rest of the image. However,
and o =yyax —B in practical application, it may be sufficient to use a fixed
Although both y,,., and y,, could be chosen mask for the whole image to reducg the computatlorlal
o _ ) time. We have also performed experiments by replacing
based upon each individual image processing task, in . . . .
e log ratio operations with the tangent operations and

general itis reasonable to sgf,, =1.This setting follows  eeping the same parameter settings. We observed that

the intuition that when the amplitude of the detailed signahere is no visually significant difference between the
is large enough, it does not need further amplification. Fqegylts.

example, we can see that

determine the two parameters as follows:

I|m|d|oaly[|d:||m|d|o*lmzl ...... (34) r: - .H

As such, the scalar multiplication has little effect. =+ 14
We now study the effect ofandy,, . by settingy,,y =1. .

C. Contrast Enhancement of the Root Signal

For contrast enhancement, we use adaptive histogran "
equalization implemented by a Matlab function in the Image '
Processing Toolbox. The function, called “adapthisteq,” has
a parameter controlling the contrast. This parameter is _,
determined by the user through experiments to obtain the .,

Bz

most visually pleasing result. In our simulations, we use
default values for other parameters of the function. LE

V. RESULTS AND COMPARISON

We first show the effects of the two contributing parts: =% i _' |
contrast enhancement and detail enhancement. Contras . :

enhancement by adaptive

Histogram equalization does remove the haze-like The above shown graphs are the main differnces

effect of the original image and contrast of the cloud i9etween the classical and generalized unsharp masking
also greatly enhanced. Next, we study the impact of th@lgorithm. Here we show the clear difference between

shape of the filter mask of the median filter. For comparisothe addition and generalized addition. And at last we show
we also show the result of replacing the median filter witthat the enhancement is more in generalized unsharp

a linear filter having a uniform mask. As we can observenasking algorithm rather than in classical unsharp masking
from these results, the use of a linear filter leads to thggorithm.
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e i el nialts_y. NN
D el A e SO I
[4]
[5]
[6]
L e T T A TR R R
[ [7]

(8]

The above are the two results which processef®]

using generalized unsharp masking algorithm. These two

output images show that the sharpness and contrast get
enhanced in an exponential manner. No rescaling procegy)

is used here. And the out of range problem is not
encountered here since the range of gray scale is (0, 1).
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Reducing the Complexity of FIR Filters By Using Prototype and
Masking Filters Splitting With FRM

™ (ABSTRACT

Satish Kumar Vaka | The main objective of this paper is to design multi-channel, non-unifor ffinite

Dept. Of Electronics an impulse response filter with sharp transition band and low complexity. For|this,
Communication | FIR filter using frequency response masking has to be designed. Multi-channel
Engineering | non-uniform FIR filter bank is to be designed by the Frequency Response Masking

(FRM) filters. The complexity of these multi-channel FRM filter bank is reduced

by using reconfigurable filter bank architecture. The complexity is further reduced

by using multi stage reconfigurable architecture. In this multi-stage reconfigurable

architecture method multi-stage masking filter splitting and multi-stage prototype
filter splitting is done for generalization.
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. INTRODUCTION not an efficient approach due to its increased hardware

. : . . . . complexity and poor resource utilization. In the reconfi-
Digital signal processing technigues are being applied t6 _ ) '
wireless communication systems, digital TVs anogurable FRM filter bank based channelizers, a reconfigu-

multimedia systems. which have resulted in a demand f6#P!€ a_rchitecture is used in_stead of using separate
narrow transition-width FIR digital filters. A major channelizerfor each mode. In this method, same prototype

drawback for the FIR filter is the large number of arithmetidilter is used to design separate channels. [4]

operations needed to get narrow transition-width. Thereforﬁz REVIEW OF ERM APPROACH
itis necessary to study different available techniques to

reduce the transition width of the filter with reducedThe basic structure of FRM filter is as shown below
complexity. One of the most successful techniques for [ Ha(z") H ma(2)
synthesis of very narrow transition width FIR filter with
very low complexity is the frequency response masking'w.. EVBMJL
technique (FRM) [1]. Z-(’%M Y
The Frequency Response Masking (FRM) FIR i
filters design technique gives sharp transition band by
employing low order digital sub filters. The constituent digital
sub filters are designed by using Parks McClellan approach Let H(z) be the desired FRM FIR low pass digital
[2]. These FIR filters based on FRM (frequency responsg
masking) can be used in uniform and non-uniform filter
banks and the performance of filter banks can be studie@dge frequency of, andH,(z) be the transfer function
In a Software Defined Radio (SDR) receiver, theOf @ linear phase low pass FIR band edge shaping filter

specifications of the channelizer changes as the mode with a passband edge frequenc{.pand a stopband edge

commur_ncatlon changes. In con.ventl.onal mUItI'mOdefrequency of . If Hb(z) represents complementary filters
channelizers a separate channelizer is needed for eac

mode/channel. Conventional FRM based channelizersﬁgHb Z)-

A

Hmb(Z)

y

Figurel : Basic structure of FRM filter

ter with pass band edge frequencyf pénd stop band
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Then,
_AN-1g
Hy(2)=2 7% "-H,(2)
We can obtairHa(z'\" ) and (z“") by interpolating

H,(z) andH,(z) respectively with interpolation factor

. MULTIST AGE FRM FILTER DESIGNS

In multi-stage frequency response masking filter design
technique [1], if the prototype filter order is high, it may be
implemented as a system of sub filters using the frequency-
response masking technique. Thus the complexity of
prototype filters and hence the complexity of the overall

M. The desired FRM FIR digital filter transfer function filter architecture will be reduced.

can be realized as shown below

M M > H 1a(Z) > Hva(z)

H(Z): Ha(z )_'ma(z)+ Hb(z )Hmb(z) """" (2) }\ HOal2)

WhereH ., (z) andH,, (z) represents the masking input 0L HIMC(Z)jJ ] output
digital sub filters. Then the transition width of the resulting ~
FIR digital filter H (z) is scaled transition width of

fo—f » Z°(-) >€5 P{H O ()
Hz)==—2.
M

Design Equations

Figure3 : Multi-stage frequency response masking
filter

To design the prototype filtet(z), the pass band and V. RECONFIGURABLE MULTI-CHANNEL

stop band edge frequency specificatiégsandf  are

fp=fM=-m f =fM-m

Here f, andf, are pass band and stop band edgﬁ

specifications of H (z).m is the largest integer lessftkdn

i.e, M<= [prJ .M s interpolation factor value. To design

MULTI-STAGE FRM FILTER BANK

In reconfigurable single stage multi-channel frequency
response masking filter bank, if the interpolation factor is
igh, the order and hence the complexity of the masking
Iter becomes high. We can reduce the order and
complexity of masking filters by using reconfigurable multi

stage multi masking. The architecture of two-stage two-
channel FRM filter bank is shown below. In this example

these masking and masking complementary filters thiirst channel masking filter is implemented in two stages.

desired specificationfy, ,f fmop andf . are

mas?

_m+1-f

m—f
=f fmas_ M ®

fmap p » " mbp =

Frequency response illustration of Frequency

Response masking approach
A

a / Ha(z)

Has

p| Ho(z)=1-Ha(z) —a

fas

‘ Hp(z)

/’H ma(Z)
(M+1-fag)/M

WL
»

fp fs
Figure 2 : Frequency response illustration of
Frequency Response masking approach [1]

PROTO Output 1

TYPE

1
[ ] lﬂé} FMALL |->€}>| FMA1L2

™ FILTER
Input Vk Y
— 70 pP » FuB1I }»fé—ﬂ FMB12
) 4 Output2
n 2D . >
yAQ! > FMA2 1/
FMB2

Figure4 : Two-stage Two channel FRM filter bank

Here FMA11l and FMB11 are the masking and
masking complementary filters of first channel first stage
FMA12 and FMB12 are the masking and masking
complementary filters of first channel second stage. FMA2
and FMB2 are the masking and masking complementary
filters of second channel first stage.

V. GENERALISED RECONFIGURABLE
FILTER BANK

In this method we will do both splitting of prototype filter
by using another frequency response masking filter and
splitting of masking filters by using masking filter splitting
method. This method is called generalized reconfigurable
filter bank method. By using this method we can get multi-
channels for multi-stages with reduced complexity. The
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design steps for generalized method is given below N rotoype <= Nimasing OF Uil further factorization
For an n-channel filter bank. cannot be done.

Letfy,fozse..nfn are the pass band frequenciess.  To implement multi-stage masking filter

and f,f.,,.....f,, are the stop band frequencies of the ~ @  Calculate the length of the masking filter.
channels corresponding to different modes of operation. ¢ N nesing > Nprotaype - then factorize M into

1. Find the common prototype filter specificatibgsind two factorsM =M;,M; .

f for different channels by using below equations
c. Check whetheN aging << Npoorype , fOr all the

fap =faMy = lf uM 1J == =fuM, - lfpnM nJ ------ (5) factorized M values. If the condition is not satisfi-
~[fM, ] ... (6) ed proceed to further factori2d; or M until

sn n

By varying different interpolation factors we will
get common prototype filter specifications with different
interpolation factors.

N masding < Nprototype O UNtil further factorization
cannot be done.

2. After getting common prototype filter specifications
we know the specifications of required filters and
different interpolation factors, we will design the
masking and masking filters by using these design
equations

)->|FMA12 i=(‘ >
£[v1
§—>|FM512 H

=l M)y =, e =) e
pi b map T Tpsrimes

M Figure5 : Generalized method
_m-fy

fmcp _Tandfmcs =fs ------- (7) VI. ADESIGN EXAMPLE

3. After getting masking and masking complementaryThe design example is presented here to compares the
filters, calculate the length of prototype filter by usingproposed method with multi-channel multi-stage

below equation reconfigurable filter bank method. For two-channel filter
_ —2log,(105,3,) bank, required filter specifications of first channel and
N _W -l (8) second channels are, pass-band and stop-band edges are

3000KHz and 3010 KHz and 12500KHz and 12510 KHz
Where dp andgs are the peak pass band andrespectively. The peak pass-band ripple and peak stop-

stop band ripples respectively. band ripple specifications for two channels are chosen as
4. Now we will compare the orders of prototype, masking-1dB and -40dB respectively [6]
and masking complementary filtes, N ., N, for For these required filter specification we need to

find out common prototype filter specifications by using
equation(5) & (6). After getting common prototype filter
we will use multi-stage specification we will design prototype filter with common

diff channels

If N,>>N,, and N,
prototype filter method filter specificationsf 5, andf . . Now we have the required
5. Toimplement multi-stage prototype filter filter specifications

a. Calculate the length of the prototype filter. f, =3000,f, =3010,f ,, =12500andf, =12510.

b.  If Npowtype >> Nimasing » then split prototype filter Substituting these values in equation (5) and (6)
by using another FRM instead of on FIR filter. We obtain two different interpolation factors

M, =25andM, =6 .
c. Check wheth&N yuaype <= Npsing - fOr all the ! 2

stages.If the condition is not satisfied proceed tQ NO_W we know required filters spemﬂcatlor_ls and
further splitting of prototype filter until interpolation factors and we can design masking and

masking complementary filter specifications by using basic
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FRM design specifications. In this example we got the
prototype filter order 391 by using expression

3(0w)
and masking filters orders for first channel and

second channel are 29 and 42 respectively. Here compare ..

to prototype filter, masking and masking complementary
filter orders are less so instead of one prototype filter we
are going for another frequency response masking filter.
After inserting another frequency response masking filter

=
i

Frtd otpei . M apratuda o 6B i W s 35

i

the orders of that filter are 213+23+23 is 259.
So comparison is explained in next section
In the below figure

1

Figure6 (a) : First stage prototype filter response

M e

Figure6 (b) : First-stage FRM response
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Figure6(c) : First channel FRM response
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Figure6(d) : Second channel FRM Response
VII. COMPLEXITY COMPARISION

To compare filters we need number of multipliers used to
design particular filter. To find the multipliers in frequency
response masking filter is

N +

f(N)=—2 1 iiNisodd

N .
E+1 If N is even

f (N) denotes the total no.of multipliers needed
for the implementation of an FIR filter with order N.

| COMPLEXITY COMPARISIONTABLE

N, Nma [ Nw N
METHOD
Reconfigurable two-
1 channel two-stage 1 42 462
method
Proto type filter 259 298
2 splitting method 20 19

In the above tabl&\, is the order of the prototype
or model filterH,, (z), N,
Hoa(z) ,and N,
complementary filteH , (z) -
Also,

is the order of the masking filter

is the order of the masking

M=f(N)+f (N ) (N )
[ indicates the number of multiplications required
to implement the overall filter. The overall filter order
N=N,+N..+N,
is N respectively to different channels.

From the above complexity comparison table for
Reconfigurable two-channel two-stage method required
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462 multipliers, but Reconfigurable two-channel two-stagé.
with Proto type filter splitting method requires 298
multipliers. Reconfigurable two-channel two-stage method
with Proto type filter splitting method is giving 64%
multiplier saving compare to Reconfigurable two-channel
two-stage method required.

VIl.  CONCLUSION S.

The existing architecture with low power, low complexity
and reconfigurability for software defined radio is modified
in this paper. The prototype filter in the FRM structure is
replaced by another FRM structure. Thus we get muItip@
channel architecture with very low complexity and low
power which is ready for hardware implementation.
This leads to the implementation of low power, low
complexity multiplier-less, reconfigurable, non-uniform
channel filters. Since different channels correspond fb.
different communication standards, different objective
functions and different optimization techniques may be
used which may lead to better performance. Also this
architecture can be extended to more number of channefs.
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The Hardware Implementation of Motion Object Detection Based
on Background Subtraction

"\ (ABSTRACT
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M.Tech VLS| System Currently, the market requires applications based on image and video processing

Design| | With several real time constraints. Identifying the moving objects from a yideo
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Kadapa(DT computer vision applications. The commonly used technique is the background
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Dept: ECE characterization allowing a simple and efficient pixel-change detection framework.

AITS, Rajampe
Kadapa (DT cost in memory and a low computational complexity. In this paper, a yideo

and shadows. This paper presents a new algorithm to detect moving objects with
in a scene acquired by a stationary camera the output data provide a scene

-

This yields a good trade-off in terms of robustness and accuracy, with a mjnimal

—

surveillance-based image processing system is developed on Xilinx Spartan3 Field
Programmable Gate Array (FPGA) device using embedded development kit (EDK)
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video surveillance, FPGA, EDK, Micro Blaze, FSL Introduction
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. INTRODUCTION software co-design to develop a high performance system

Many embedded DSP systems make use of a DSP cHRy different applications by incorporating processors
utilizing a single processing core with high-bandwidth(hardware core processor or software core processor),
memory connections to implement DSP algorithms. In thi@n-chip busses, memory, and hardware accelerators for
investigation, we developed an alternative approach basggecific software functions.

on an embedded FPGA system for image processing. Field In this paperyideo surveillance a -based image
Programmable Gate Array (FPGA) is widely used improcessing system is developed on a Xilinx Spartan3 Field
embedded applications such as automotive, communicgrogrammable Gate Array (FPGA) device using an
ions, industrial automation, motor control, medical imagingmbedded development kit (EDK) from Xilinx. Video
etc. FPGA is chosen due to its reconfigurable abilitysurveillance is one of the most popular transform coding
Without requiring hardware change-out, the use of FPGAechniques for image and video Segmentation. The video
type devices expands the product life by updating datgrocessing and image compression standards such as
stream files. FPGAs have grown to have the capability t9pEG, MPEG, and H.26x have adopted as video surveillance
hold an entire system on a single chip meanwhile, it allowge transform coder [1-3]. Consequently, video surveillance
in-platform testing and debugging of the systemis chosen as the application algorithm for the embedded
Furthermore, it offers the opportunity of utilizing hardware/system. This paper is organized as follows: Section Il briefly
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reviews Back Ground Subtraction method. Section lljetermine the number and width of the body in the motion
discusses the design flow. Section IV covers different

: : . ¢
architecture for video surveillance co-processor an o _
compares their performance. Section V is the conclusiopdge. This article assumes that people in the scene are all

gion, we will get the moving human body with precise

part. in upright-walking state.

ll. MOVING OBJECT DETECTION [_Image sequence |

A Moving Object Extraction The current Background
frame image image

After the background image B(X, y) is obtained, subtract
the background image B(x,y) from the current frame Fk
(x, y). If the pixel difference is greater than the set threshold ¢
T, then determines that the pixels appear in the moving :
object, otherwise, as the background pixels. The moving I Edge detection |
object can be detected after threshold operation. Its

expression is as follows:

_u |Fk (X1Y)— Bk—l(x’yl >T | Moving human body |
Dy (x,y)= 0, s e 3)

Where DK (X, y) is the binary image of differential
results. T is gray-scale threshold, its size determines the

accuracy of object identification. As in the algorithm T is a
fixed value, only for an ideal situation, is not suitable foding part of human from the moving region. But the

complex environment with lighting changes. Therefore, thi§xtracted moving region may correspond to different

paper proposes the dynamic threshold method, w&0ving objects, such as pedestrians, vehicles and other
dynamically changes the threshold value according to tHgich birds, floating clouds, the swaying tree and other
lighting changes of the two images obtained. moving objects. Hence we use the shape features of motion

| Background subtraction |

Figure 1: The flow chart of moving human body
extraction

Human body detection is to identify the correspon-

B. Extraction of Moving Human Body regions to further determine whether the moving object is

o _ _ a human being. Judging criteria are as follows the object
After median filtering and morphological operations, Som%rea is larger than the set threshold the aspect ratio of the

accurate edge regions will be got, but the region belongs t%. . .

_ : object region should conform to the set ratio. If these two

the moving human body could not be determined. Through . . o ,

_ _ _ ~ ~conditions are met, the moving object is the moving human
observation, we can find out that when moving Objecf)ody or is not a human body

appears, shadow will appear in some regions of the scene.

INPUT o ONVERT
The presence of shadow will affect the accurate extraction IMAGE '
of the moving object. By analyzing the characteristics of
motion detection, we combine the projection operator with ~ PESIGH L_f\PPLICATION BIT SPARTAN

ReHiTECURE | PROCESSOR =) FILE =X EDK

the previous methods. Based on the results of the methods

above, adopting the method of combining vertical with

IP CORES

horizontal projection to detect the height of the motion oUTBUT
region. This can eliminate the impact of the shadow to a _ _
, . _— Fig2: block diagram
certain degree. Then we analyze the vertical projection
Jll. ARCHITECTURE

value and set the threshold value (determined by experie-

nce) to remove the pseudo-local maximum value and thE® Puild an embedded system on Xilinx FPGAs, the
embedded development kit (EDK) is used to complete the

pseudo-local minimum value of the vertical projection toreconfigurable design. Figure 1 shows the design flow.
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SOETWARE FLOW HARDWARE FLOW Figure 2. It can be seen that there are two different buses
(i.e., processor local bus (PLB) and fast simplex link

(FSLbus) used in the system [5-6]. PLB follows IBM core
connect bus architecture, which supports high bandwidth
Complier Synthesis master and slave devices, provides up to 128- bit data bus,

up to 64-bit address bus and centralized bus Arbitration. It
is a type of shared bus. Besides the access overhead, PLB

Linker EDK Tool Translate
potentially has the risk of hardware/software incoherent
‘, due to bus arbitration. On the other hand, FSL supports
elrfile B! 05 MHS point-to-point unidirectional communication. A pair of FSL
buses (from processor to peripheral and from peripheral
L Place to processor) can form a dedicated high speed bus without
: Route arbitration mechanism. Xilinx provides C and assembly
language support for easy access. Therefore, most of
| RTOS | | bit file | peripherals are connected to the processor through PLB;

- - the DWT coprocessor is connected through FSL instead.
Fig 2 : Design flow

FPGA Device

Unlike the design flow in the traditional software -
design using C/C++ language or hardware design using Micro Blaze ——"{MOTION
hardware description languages, the EDK enables the || 32~ PtProcessor DETECT
integration of both hardware and software components of 11 [ -
an embedded system. For the hardware side, the design
entry from VHDL/Verilog is first synthesized into a gate-
level netlist, and then translated into the primitives, mapped
on the specific device resources such as Look-up tables,
flip-flops, and block memories. The location and
interconnections of these device resources are then placed
and routed to meet with the timing Constraints. A - v
downloadable .bit file is created for the whole hardware R
platform. The software side follows the standard embedded
software flow to compile the source codes into an Fig 3 : System Overview
executable and linkable file (EI._I_:) fgrmat. Mear_lwhile, a The current system offers several methods for
m:ggprocessor software spec?lﬁcajuon (MSS). file and agistributing the data. These methods are a UART, and

processor hardware specification (MHS) file are use .
to define software structure and hardware connection ®fGA, and Ethernet controllers. The UART is used for
the system. The EDK uses these files to control the desigmoviding an interface to a host computer, allowing user

flow and eventually merge the system into a singlgnteraction with the system and facilitating data transfer.
downloadable file. The whole design runs on a real-time, . \/ A core produces a standalone real-time display.

operating system (RTOS). _ _
The Ethernet connection allows a convenient way to export
V. VIDEO SURVILLANCE CO-PROCESSOR the data for use and analysis on other systems. In our work,

There are different ways toinclude processors inside Xlllntb validate the DWT coprocessor, an image data stream is

FPGA for System-_qn-a-(_?hip (SoC): PowerPC harg, o using VISUAL BASIC, then transmitted from the
processor core, or Xilinx MicroBlaze soft processor core,

or user-defined soft processor core in VHDL/Verilog. In110St computer to FPGA board through UART port.

this work, The 32-bit MicroBlaze processor is chosen/EXPERIMENTAL RESULTS
because of the flexibility. The user can tailor the processor

with or without advance features, based on the budget &xperiments are performed on gray level images to verify
hardware. The advance features include memorghe proposed method. These images are represented by 8

management unit, floating processing unit, hardwargjis/nixel and size is 128 x 128. Image used for experiments

multiplier, hardware divider, instruction and data cache links . .
: : . are shown in below figure.
etc. The architecture overview of the system is shown in

>
>
=2

itecure|

UART

UART
\
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And the synthesis report is below

S b e

Selected Deviee @ 3s500=fg320-4

Wuber of 5lices: 2648 out of 4656 D06
MNwber of 3lice Flip Flops: 3343 out of 9312 35%

HNwber of 4 input LUTs: 3794 out of 9312 40%
Hurber used as logic: 3118
.~ ~ Murber used as Shift registers: 358

Nurber used as RilMs: 320
| HNurber of I0s: 83
Gl Hunber of honded I0Bs: 40 out of 232 1T%
I0B Flip Flops: ]
Hurber of ERAMs: 7 out of 20 35%

Wurber of NOLT1BE185I0s: 3 out of 20 15%
Hurber of GCLEs: 7 out of 24 29%
Hurber of DCHs: 2 out of 4 a0%

Figure 4 : background images
Timing Sunrary:
The measurands used for proposed method are as follows: -----—————-—--
Speed Grade: -4
The entropy (E) is defined as Where s is the set of
Miniwuw period: 12.384ns (Maximun Frequency: 80.749MHz)

processed coefficients and P (e) is the probablllty of Minimuw input arrival time before clock: 41.353ns

processed coefficients. By using entropy, number of bits Heximum output required time after clock: 13.840ns
Maximuw combinational path delay: 3.344ns

required for compressed image is calculated. An often used _ _
Fig. 7 : Synthesis report

CONCLUSIONS
(MSE) defined as Where, nxm is the number of total pixelﬁh this paper, a Background Subtraction-based recont-

f (i,j) and f(i,j) are the pixel values in the original and igurable system is designed using the EDK tool. Hardware
reconstructed image. The peak to peak signal to noise ragiéchitectures of Motion human detection algorithm have
(PSNR in dB) [11-13] is calculated as been implemented as a coprocessor in an embedded system.
the hardware cost of these architecture is compared for
benchmark images. This type of work using EDK can be
extended to other applications of embedded system. These
two architectures applications compared for benchmark
images. This type of work using EDK can be extended to
other applications of embedded systems.
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Implement Discrete Wavelet Transform and Principal Component
Analysis to Digital Video Watermarking
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of the low frequency wavelet coefficients. The imperceptible high bit| rate
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INTUA, Ananthapurar and geometric attacks.
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.  INTRODUCTION Many digital watermarking schemes have been
. o .__..___proposed for still images and videos [7]. Most of them

. The popglanty of digital video bas_ed appl'cat_'onsoperate on uncompressed videos [8-10], while others embed
[1] is accompanied by the need for copyright protection Qvatermarks directly into compressed videos [8,11]. The

prever_wt illicit copying_ and distributio_n O_f digital video. work on video specific watermarking can be further found
Copyright protection inserts authentication data such 5 [12-15]. Video watermarking introduces a number of

ownership information and logo in the digital media without..  os not present in image watermarking. Due to inherent

affecting its perceptual quality. In case of any diSputer'edundancy between video frames, video signals are highly

authentication data is extracted from the media and C%rﬂjsceptible to attacks such as frame averaging, frame
be used as an authoritative proof to prove the OWnerShiBropping, frame swapping and statistical analysis.
As a method of copyright protection, digital video

watermarking [2, 3] has recently emerged as a significant Video watermarking approaches can be classified
field of interest and a very active area of research.  INto two main categories based on the method of hiding
watermark bits in the host video. The two categories are:

patial domain watermarking where embedding and
tection of watermark are performed by directly

nipulating the pixel intensity values of the video frame.

ansform domain [16-18] techniques, on the other hand,

Watermarking is the process that embeds da
called a watermark or digital signature into a multimediqj
object such that watermark can be detected or extract
later to make an assertion about the object. The objeﬁ
may t_)e an image or.a_udlo or V|deo._ For the_purpose Ater spatial pixel values of the host video according to a
copyright protection digital watermarking techniques musE)re-determined transform and are more robust than spatial

megt the criteria of imperceptibility as well as robustnesaomain techniques since they disperse the watermark in
against all attacks [4-6] for removal of the watermark. o spatial domain of the video frame making it difficult to
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remove the watermark through malicious attacks like Embedding the watermark in low frequencies
cropping, scaling, rotations and geometrical attacks.  obtained by wavelet decomposition increases the robustness
The commonly used transform domain technique¥"ith respect to attacks that have low pass characteristics

are Discrete Fourier Transform (DFT), the Discrete Cosintike filtering, lossy compression and geometric distortions

Transform (DCT), and the Discrete Wavelet TransformfVhilé making the scheme more sensitive to contrast
(DWT). In this paper, we propose an imperceptible anet_ijustment, gamma correction, and histogram equalization.

robust video watermarking algorithm based on Discretg!NC€ the HVS is less sensitive to high frequencies,
Wavelet Transform (DWT) [19-25] and Principal embedding the watermark in high frequency sub-bands

Component Analysis (PCA) [26-28]. DWT is more _makesthewate_rmark more_imperceptiblewhil_e embedding
computationally efficient than other transform methods likd" /oW frequencies makes it more robust against a variety
DFT and DCT. Due to its excellent spatio-frequencyP’ attacks.

localization properties, the DWT is very suitable to identify LL, HL,
areas in the host video frame where a watermark can be LH, HH,
embedded imperceptibly. It is known that even after the
decomposition of the video frame using the wavelet
transformation there exist some amount of correlatio®- Principal Component Analysis

between the wavelet coefficients. PCA is basically usegrincipal component analysis (PCA) is a mathematical

to hybridize the algorithm as it has the inherent property cHrocedure that uses an orthogonal transformation to convert

removing the correlation amongst the data i.e. the wavelet . . . .
. . o . a set of observations of possibly correlated variables into a
coefficients and it helps in distributing the watermark bits

over the sub-band used for embedding thus resulting insgt of values of uncorrelated variables called principal

more robust watermarking scheme that is resistant {fMPonents. The number of principal components is less
almost all possible attacks. The watermark is embedddfan or equal to the number of original variables. PCA is a
into the luminance component of the extracted frames &8ethod of identifying patterns in data, and expressing the
it is less sensitive to the human visual system (HVS). data in such a way so as to highlight their similarities and

The paper is organized as follows. Section differences. Since patterns in data can be hard to find in

contains the watermarking scheme. Section Ill containdata of high dimension, where the advantage of graphical

the experimental results and finally Section 1V gives théepresentation is not available, PCA is a powerful tool for
conclusion. analyzing data. The other main advantage of PCA is that

. WATERMARKING SCHEME once these patterns in the data have been identified, the
The watermarking algorithm basically utilizes twodata can be compressed by reducing the number of

mathematical technigues: DWT and PCA. The significancgimenSionS’ without much loss of information. It plots the

of using these techniques in watermarking has beé?ﬁata into a new coordinate system where the data with
explained first. maximum covariance are plotted together and is known as

the first principal component. Similarly, there are the second

_ _ _ ~and third principal components and so on. The maximum
The Discrete Wavelet Transform (DWT) is used in a wideyne gy concentration lies in the first principal component.
variety of signal processing applications.

Figure 1:DWT subbands

A. Discrete Wavelet Transform:

_ The following block diagram (Figure.2) shows the
2-D discrete wavelet transform (DWT) decom-

. . . . elmbedding and extraction procedure of the watermark. In
poses an image or a video frame into sub-images, 3 detalhs hod the bi K
and 1 approximation. The approximation sub-imagé e proposed method the binary watermark is embedded

resembles the original on 1/4 the scale of the original. THB!O €ach of the video frames by the decomposition of the
2-D DWT (Figure. 1) is an application of the 1-D DWT in frames into DWT sub bands followed by the application of

both the horizontal and the vertical directions. DWTblock based PCA on the sub-blocks of the low frequency
separates the frequency band of an image into a lowsub-band. The watermark is embedded into the principal

resolution approximation sub-band (LL) as well as horizontadomponents of the sub-blocks. The extracted watermark
(HL),vertical (LH) and diagonal (HH) detail components.io Jiiainaq through a similar procedure.
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Original video frame [ Apply DWT wherescore represents the principal component
LLLHH ¢ matrix of thejth sub-block.
B'O%"C%ased Step 7 : Apply inverse PCA on the modified PCA
Components of the sub-blocks of the LL sub-band to obtain
Watermark _>$ the modified wavelet coefficients.
Step 8: Apply inverse DWT to obtain the watermarked
Inverse PCA luminance component of the frame. Then convert the video
LL HH v frame back to its RGB components.
IDWT b) Extraction Procedure
Wat;mark Step 1:Divide the watermarked (and possibly attacked)
DWT € " Video video into distinct frames and convert them from RGB to
L 2 YUV format.
BIOCF,"C%aSEd Step 2:Choose the luminance (Y) component of a frame
and apply the DWT to decompose the Y component into
Extract the four sub-bands LL , HL , LH , and HH of sigexN .
watermark . . .
Step 3:Divide the LL sub-band int@ x n non overlapping
sub-blocks.
E(l;OACkOf orﬁ’g?ﬁg Step 4: Apply PCA to each block in the chosen subband
video frame LL by using Algorithm 2,
Figurez: Block Diagram of Watermarking Step 5: From the LL sub-band, the watermark bits are

: : . extracted from the principal components of each sub-block
C. Algorithms for watermarking using DWT as in equation 2.

AND PCA :
W= (score, - scorg )

Algorithm 1: i o (2)

a) Embedding Procedure where W, is the watermark extracted from the

Step 1: Convert then x n binary watermark logo into a jt sub block.
vector W ={w,,w,....,w,,} of ‘0's and ‘L’s. Algorithm 2:

Step 2:Divide the video(2N x 2N)into distinct frames.  The LL sub-band coefficients are transformed into a new

Step 3: Convert each frame from RGB to YUV colour coordinate set by calculating the principal components of
format. each sub-blocKsizenxn).

Step 4: Apply 1-level DWT to the luminance (Y Step 1:Each sub-block is converted into a row vedbor
component) of each video frame to obtain four sub-banq,g,ith n
2

elements (i=1,2...k).
LL, LH, HL and HH of sizeNx N .

Step 5:Divide the LL sub-band into k non-overlapping Step 2:Compute the meap; and standard deviatios,

sub-blocks each of dimensianxn (of the same size as ©f the elements of vectdD; .

the watermark logo). Step 3:ComputeZ; according to the following equation
Step 6: The watermark bits are embedded with strength D, -l
o into each sub-block by first obtaining the principal T e (3)

component scores by Algorithm 2. The embedding is

. . Here Z; represents a centered, scaled version of
carried out as equation 1.

Score; —score +aW e 1) D, , of the same size as that Df .
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Step 4: Carry out principal component analysis io& PSNR :1OIoglo(2252/MSE) _______ (5)

(sizelx n2) to obtain the principal component coefficient where MSE ( mean squared error ) between the

matrix coeffi (sizen2xn2). original and distorted framglsizemxn)is defined as:

olep o caloulate veclosers & wse=@mn)s SLi-6) L ©
score; =Z; *coeffi, ... (4) ==

o wherel andl? are the pixel values at location (i, j)
where score, represents the principal componentof the original and the distorted frame respectively. Higher
scores of thgt sub-block. values of PSNR indicate more imperceptibility of

watermarking. It is expressed in decibels (dB).

lll. EXPERIMENTAL RESULTS NC : The normalized coefficient (NC) gives a measure of
The proposed algorithm is applied to a sample videthe robustness of watermarking and its peak value is 1.
sequence ‘SUZIE.AVI’ using 32x32 watermgrk logo. DTS }‘zlw(i,j),W’(i,j)
The grayscale watermark is converted to binary before NC= — praes SN (7
embedding. Figure. 3(a) and 3(b) show the original and \/Z i2 i("J)x/ziz W ("J)
the watermarked video frames respectively. Figure. 4(a) Where W and W? represent the original and
is the embedded watermark and Figure. 4(b) is thextracted watermark respectively. After extracting and
extracted binary watermark image. refining the watermark, a similarity measurement of the

The performance of the algorithm has beerfXtracted and the referenced watermarks is used for

measured in terms of its imperceptibility and robusmesgbjectivejudgment of the extraction fidelity. The following

against the possible attacks like noise addition, filterindMages represent stills taken from the watermarked video
geometric attacks etc. In after tacks have been carried on it.

P ;
Figure 5 : video frame after addition of Gaussian
noise

(a) (b) i
Figure 4 : (a) Original watermark (b) Extracted TR R
binary watermark

Figure 6: video frame after addition of ‘salt and
pepper’ noise

Figure 3(b) : watermarked video

PSNR: The Peak-Signal-To-Noise Ratio (PSNR) is used
to deviation of the watermarked and attacked frames from ! :
the original video frames and is defined as: Figure 7: video frame after rotation by 5 degrees
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. ATTACK PSNR | NC
GAUSSIAN NOISE | 5427 | 0.0030
SALT & PEPPER 4061 | 0.0031
NOISE
CROPPING 2097 | 0.0019
ROTATION 2745 | 0.0026
RESIZING 57.62 | 0.0031
MEDIAN 8240 | 0.0030
FILTERING
GAMMA 3246 | 0.0024
CORRECTION
CONTRAST 4824 | 0.0029
ADJUSTMENT
Poission noise 55.97 | 0.0030

Figure 9: video frame after cropping Table I: Result Analysis

Figure. 5 and Figure. 6 show the watermarked
video frame after the addition of gaussian noise and ‘salt
and pepper’ noise respectively. Figure. 7 shows the effect
of carrying out video frame rotation by an angle of 5
Figure 10: video frame after Gamma correction  degrees. Figure. 8 shows the watermarked video frame

after resizing first by a factor of half followed by a factor

to 2 to return it to its original size. Figure. 9 shows the
cropped video frame. Figures 10-12 show the effect of

applying gamma correction (variance0.5), poission noise

WA T and contrast adjustment. Figure. 13 show the resultant video
Figure 11: video frame after addition of poission

. median filter (3x3 box filter) respectively.
noise

The following table shows the value of the data
collected from the watermarked video after performing

the various attacks as shown previously.

IV CONCLUSION AND FUTURE WORK

Figure 12: video frame after applying Contrast  The algorithm implemented using DWT-PCA is robust and
Adjustment

imperceptible in nature and observing the PSNR, MSE and
NC by applying different attacks to the video fraraad
the video frames can be subject to scene change analysis

to embed an independent watermark in the sequence of

) frames forming a scene, and repeating this procedure for

Figure 13: video frame after Median filtering all the scenes within a video.
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Poisson Image Denoising Using Modified Anscombe Transformation

~

Satish Kumar Vaka

/ABSTRACT

Removal of Poisson noise from images is a difficult task because, Pois ) noise

Vikram Ponnam is signal dependent, as compared to other kind of noises. The comm V used
Department of approach for the removal of Poisson noise is an indirect way consisting uvi|three
steps. First, stabilization of noise variance using Anscombe root transformation

Electronics and | ,oqucing a signal in which the noise can be treated as additive Gaussian with

unitary variance. Second, the noise is removed using a conventional de noising
algorithm for additive white Gaussian noise. Third, an inverse transformation is
applied to the denoised signal, obtaining the estimate of the original image. As
the forward transformation using here is nonlinear choice of direct inverse
transformations results in bias and errors in estimation. Existing two methgds of
inverse transformations are direct algebraic inverse and asymptotically unbjased

Communication
Engineering

Madanapalle Institut
of
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Technology an

Science| | inverse proposed by Anscombe. Asymptotically unbiased inverse provides
Madanapalle-517325, | unbiasedness only asymptotically for large intensities, while at low counts it|leads
. to a larger bias than the direct algebraic inverse. Here 3 optimal inverse
India. transformations for Anscombe root transformation is proposed, exact unbiased
inverse, a maximum likelihood (ML) inverse and minimum mean square |error
Email: (MMSE) inverse.
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Denoising, Poisson noise, Variance stabilization.
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Anscombe transformation is done using the function f given

.  INTRODUCTION
by,
Removal of Poisson noise from images is important for
f:z-242+3/8
The choice of the proper inverse transformation is

many applications as it is a characteristic of many image

acquisition systems especially in astronomy and medical

imaging. In case of poisson noise, variance and therucial in order to minimize the bias error which arises

expected value of the noise affecting the pixel is the samehen the nonlinear forward transformation is applied. Both
ie; poisson noise is signal dependent. So denoising of poissitre algebraic inverse and the asymptotically unbiased
noise affected image is different and difficult as comparethverse proposed by Anscombe lead to a significant bias
to the case of additive white Gaussian noise with constaat low counts. In particular, the latter inverse provides

variance typically assumed by signal processing filters fonnbiasedness only asymptotically for large counts while at
noise removal. low counts it leads to a larger bias than the former one.

The removal of poisson noise is performed through Here first an exact unbiased inverse is proposed
the following three-step procedure. First, the noise varianand later its shown to be coinciding with a maximum
is stabilized by applying the Anscombe root transformatiotikelihood inverse and then a minimum mean square error
to the data. This produces a signal in which the noise canverse (MMSE) is also proposed. In particular, the
be treated as additive Gaussian with unitary varianceombination of BM3D and the exact unbiased inverse
Second, the noise is removed using a conventional denoisingtperforms some of the best existing algorithms specifically
algorithm for additive white Gaussian noise. Third, artargeted at Poisson noise removal, while maintaining low
inverse transformation is applied to the denoised signatomputational complexity. BM3D is one of the best existing
obtaining the estimate of the signal of interest. Thenethods for denoising of images affected by Gaussian
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noise. Here i had done the Gaussian noise removal lagditive standard normal. The denoising of f(z) produces
wiener filter which is also performs good in removal ofa signal D that can be considered as an estimatef@)/E{

Gaussian noise. y}. We need to apply an inverse transformation to D in
. PRELIMINARIES order to obtain the desired estimate of y. The direct
algebraic inverse of (4) is,
A. Poisson Noise 1I,(D)=f*(D)=(D/2f -3/18 ... (5)
Let z,,i=1,2,...,N be the observed pixel values obtained But the resulting estimate of is biased. Because
through an image acquisition device. It can interpret thf" @ nonlinear transformation f,
image affected by poisson noise as, eagho be an Ef@/y}=fEzv) (6)
independent random Poisson variable whose nyear0 and hence
is the underlying intensity value to be estimated. The i Eff@yh2elryy 0 ()
discrete Poisson probability of eaghis, Another existing inverse is,
yie I,(D)=(D/2f-118 ... (8)
Pz, 1y)= — (1) which provides asymptotically unbiasedness for

' ' large counts (intensity)
Here the parametey; is the mean and variance |, OPTIMAL INVERSE TRANSFORM.-

of poisson variable,; . ATIONS
E{Zi / Yi} sYyi=var {Zi / Yi} ) While the asymptotically unbiased inverse (8) provides good
Poisson noise can be modelled as, results for high-count data, applying it to low-count data
n =z -E{z 1y} (3 leads to a biased estimate and direct inverse provides bias
i =4 i1Yi1(3) i i '
more for high counts. Here 3 types of optimal inverses are
SothatE{n, /y,}=0 andvarn, /y,}=v, proposed.

Since the noise variance depends upon the true Exact Unbiased Inverse
intensity value, Poisson noise is signal dependent. More
specifically, An optimal inverse is an inverse transformatl@rwhich

The standard deviation of the noiseequalsy. . maps the valueB{f(z/y)} to the desired valu&{z/y} As

Due to this, the effect of Poisson noise increases (i.e., tfd Z/ =y finding the inversel . redgces to compgting
signal-to noise ratio decreases) as the intensity valige valuesE{f(z/y)} and then do an inverse mapping to

decreases. get y corresponds to ea8f(z/y)}.
' ilizati 0
B. Variance Stqb|l|zat|on and the Anscombe Eﬁ%%zﬁmf (z)P%%jz ....... @
Transformation 0

Variance-stabilizing transformation is applying to remove In case of image, Poisson probability P(z/y) is
the data-dependence of the noise variance, so thatdiscrete and image will be having only positive values, so
becomes constant throughout the whole data. Moreoveke can modify the equation(9) as,

if the transformation is also normalizing (i.e; it results in a 0
Gaussian noise distribution), we can estimate the intensity Erf %%= > ZLf (Z)P%E ______ (10)
values with a conventional denoising method designed for O
additive white Gaussian noise. But neither exact stabilization o 3 d7y?

. . : =2y Zoy|2t o —— L (11)
nor exact normalization are possible and therefore, in g8 7

practice, approximate or asymptotical results are employed. Figure. 1 shows the plots of the inverse transform-

One of the most popular variance-stabilizingations|

i ; ; Iz andl~. Sincel. is unbiased, it's clear from
transformations is the Anscombe transformation, A'B c c

the figure that at low counts the asymptotically unbiased
fiz-2yz+3/8 .. (4)  inverse actually leads to a larger bias than the algebraic
By applying this transformation in Poisson inverse. If the denoised data D is having some errors, ie;

distributed data gives a signal whose noise is asymptotically # E{f (z/y)}, then the estimation error in
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y=1.(D) can include variance as well as bias"VNere:

X o-Eff (z1y))?
components. So the unbiasedness oholds only if p(D/y)= 1 e 282(D U (16)
D:E{f(Z/y)}' '2|_|£2 ......
By finding log likelihood function and differentiating
Figure.l.Inverse Anscombe transformations  with respect to D and equate to O we will get the ML

(algebraic), |1, (asymptotically unbiased) anid. (exact estimate of D as,
unbiased). Do =E{t/y} (17)

so that both ML inverse estimate and exact
biased estimate coincides. Thus ML inverse is given by,

For simplicity in implementation the exact unbiased
inverse can be expressed in a approximated closed forih

[2] given by, | (D)_EC(D) if D>2/3/8
ML - .
_ 0 ifD<2/3/8
IC(D)ZEDZ+£\/§D_1—ED_2+§\/§D_3—1(12)
4 4y2 8 8V2 B Herel,, (D) is independent of , and this result
B. MLInverse holds whenever D-B{z/y)} has a fixed unimodal

ML inverse is based on a more general scenario wheflstribution with mode at 0.
we will consider thaD # E{f (z/y)} and we assume that C. MMSE Inverse

the point wise MSE of D as an estimate=pf(z/y)} is Under the same assumption as for ML estimation, MMSE

g? = E{(D -Eff (z /y)})z} ______ (13) inverse parameterised layis defined as,

The actual distribution of D is unknown. For IMMSE(D,e)zargminy(E{(y—y)Z/D})
simplicity, assume that D is normally distributed around _ e 2
E{f(z/y)} with variance g2 0 hase(De)=argmin, (Tply/D)y ) dy

According to Bayes'’s theorem,

D=NEff@/y}a?) e (14) y10)= POIY0)

so that D can be considered as an unbiased P(D) """ (20)
estimate oE{f(z/y)}. We can find out the ML estimate of 4 T T T T T T
D as,

Dy =aymax,(p(D/y)) ... (15) 3.5 ]

4 L) L) L) L) L] L]

3 -
2.5 e
P ]

e
15 -
1 -
0.5 -
] 01 TG 2 2.5 3 35 4

¥:0.005085 D=
«P(D/y)p(y)

5O IMMSE(D,8)=argminyj_mTD)(y—y)zdy
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O luwse(D.€)=argmin, [7P(D/y)(y)ly - y)fdy

Assuming y to be uniformly distributed over+
region the equation can be reduces to,

luwse (D.€)=argmin, "PD/y)y-yfdy ... (23)

By differentiating (23) and equating to 0 we will
get the MMSE estimate of y as,

Figure.5.(a)Galaxy original image (b)Poisson-count
image(c)Image denoised with wiener filter and
asymptotically unbiased inverse (d)Image denoised with

Im P(D/y)ydy wiener filter and exact unbiased image
yEto——e—
Jo " PD/y)dy (24)

The exact unbiased inverse can be considered a
limit case of the MMSE inverse, obtained wher 0, ie;

luwe ©.0)=1cD)=1,,(O) ... (25) ® ©
Figure.6 : (a)Ridges original image (b)Poisson-
Figure.2.Inverse Anscombe transformatians count
(algebraic), I; (asymptotically unbiased) antl,,s ! T T T T T T T

(Minimum Mean Square Error).

Figure 3. MMSE inverse transformations for some
values ofe .

V. EXPERIMENTS

The test images used in experiments are shown in figure
4. All experiments done consist of the same three-step
denoising procedure: First we apply the forward Anscombe
transformation (4) to a noisy image. Then we denoise the
transformed image (Assuming additive white Gaussian

Immse(D) —

noise with unit variance) with a Wiener filter, and finally

we apply an inverse transformation in order to get the
: i i i 0 05 I 2 25 3 35 4
final estimate. As the inverse transformations for 3 methods D -

are same forg =0 which is the general case anyone

image(c)Image denoised with wiener filter and
equation can be used forimplementation. | used the MMSksy mptotically unbiased inverse (d)image denoised with
integral equation withe close to zero for inverse wiener filter and exact unbiased image

transformation.

Spots (B0 Calmy OWaIN) Mg (%xME)  Celk x4 Figure.7.(a)Cells original image (b)Poisson-count

Figure. 4 : Four test images used in experiments image(c)image denoised with wiener filter and
Iasymptotically unbiased inverse (d)Image denoised with

The results after image denoising for optimal®> : _ _
inverse and asymptotically unbiased are shown in figure Wiener filter and exact unbiased image
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wiener filter and exact unbiased image sk .11 ] LA 41 L
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Figure.11 : Cross section of original and denoised
spot images

Peak Signal to Noise Ratio(PSNR). The NMISE
is calculated using the formula

NMISE:%,_Z((% ~Yi )Z/Vi)
iy; >0

max; (Yi )2

Zi((yi —y. )2/N) ...... (26)

where y; are the estimated intensitieg, the
respective true values, and the sum is computed over the
N pixels in the image for whicly;, >0.

PSNR =10log,,

The PSNR is calculated using the formula (26)

Obtained NMISE and PSNR values are shown in
the figure 13
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Analysis of Efficient Wavelet Based Image Compression Methods on
Enhanced Medical Imagery

™ (ABSTRACT

Ramanjaneyulu.§ | For enhancing an image various enhancement schemes are used whic  hcludes

Post graduate student, | gray scale manipulation, filtering and Histogram Equalization, Where His jram
dept. of E.C.E, A.l.T.5, | equalization is one of the well known image enhancement technique. It fame a
Rajampet, AP | popular technique for contrast enhancement because it is simple and |ective.
kviram.0467 @gmail.com The_ basic idea of Histogram Equalization method is to remap the gray levels of
an image.
we analyze the influence of gamma correction of digital colour cameras
on computer vision algorithms. The nonlinear signals RO, GO, and BO yield a
nonlinear shift in colour space models and can cause algorithms to fail| Use
linear light signals R, G, and B for calculating most colour space models instead
_ of the nonlinear signals RO, GO, and BO. In order to obtain linear light signals
Abdul Rahim.B either the camera has to be configured linear using the gamma switch (if avajlable)
H.O.D, Dept. of E.C.E | or by removing the nonlinearity analytically using the inverse operation (gamma
AITS, Rajampet, A.P. | re-correction).
hodece.aits@mail.com | Images require substantial storage and transmission resources, thus jmage

compression is advantageous to reduce these requirements. signal and| image
processing are getting great improvements in performance by using wavelet
based compression methods.

Comparative analysis of different enhancement and compression techniques will
be carried out. This comparison will be done on the basis of subjective and
Fahimuddin shaikl | objective parameters. Subjective parameters is visual quality and objective
parameters are Peak signal-to- noise ratio (PSNR) , Compression Ratio(CR) |,Mean

Assistant professg squared error (MSE) , L2-norm ratio , Bits per pixel(BPP) , Max. error.

Dept. of E.C.E AITS
Rajampet, A.P.
fahim6285@amail.con

-

=

Keywords

Histogram Equalization, gamma correction, wavelet, Medical image comr  gsion.

N

.  INTRODUCTION The nonlinear effects aren’t consistent across
Medical i h hnolodies h b all regions of the image. In other words, the value of gamma
€ I(I:a image sn ancg:mer(ljt_ te:: nologies have becong y change from one region to another . For example, itis
popur?r smcedg vellnc;e_ Ig]e EICE;] eqmpdme_nts Were  USHfissible that a scene contains a large dynamic illumination
In _t € medical Tield .enhanced 1mages ar_ange that an imaging device is not able to adequately
desired by a surgeon to assist diagnosis and mterpretatlggpture_ Thus, especially in very dark or bright regions of
_ . » ) T " m/e image, some details may become clustered together
noise during acquiring and '"“r_”'”a“"“ condition. IMag&y ihin 5 small intensity range . Hence a local enhancement
quality — enhancement  algorithms  are developed rocess adjusts the image quality in different regions in

Improve the visual appearance of an Image by th ch a way that the human viewers grasp these details.
increment of contrast, adjustment of brightness, and

enhancing visually important features .Image enhancement There are two categories of Image enhancement

is very important pre-processing stage in most imad@ethods : spatial dpmain mgthods and frequency dqmain
processing applications. methods. The spatial domain methods operate on image
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pixels directly, such as: histogram equalization[1], gammiam an image. We have proposed the following CLAHE,
correction[2]. The frequency domain methods directhgamma correction techniques for enhancing the medical
operate on the frequency domain such as: un sharp maskingages.

, combining nonlinear low pass and high pass filtersg ¢, a5t | imited Adaptive Histogram Eq-
homomorphic filter. As mentioned above, imaging devices o

apply the power- low transformation on each pixel of the ualization (CLAHE)

image; hence gamma correction is required to enhangntrast Limited Adaptive Histogram Equalization differs
the image. Multimedia data like graphics, audio and videdrom ordinary adaptive histogram equalization in its contrast
requires considerable storage capacity and transmissifiting. This feature can also be applied to global histogram
bandwidth. Despite rapid progress in mass-storage densiggualization, giving rise to contrast limited histogram
processor speeds, and digital communication systegyualization , which is rarely used in practice. In the case
performance, demand for data storage capacity dataf contrast limited histogram equalization, the contrast
transmission bandwidth continues to outstrip the capabilitiginiting procedure has to be applied for each neighbourhood
of available technologies .The recent growth of datom which a transformation function is derived. contrast
intensive multimedia based web applications has not onlymited histogram equalization was developed to prevent
sustained the need for more efficient ways to encodg@e over amplification of noise, which is a problem in
signals and images but has made compression of sughaptive histogram equalization .

signals common to storage and communication technology. -1

A variety of powerful and sophisticated wavelet-
based compression schemes[3] for image compression 3.4
have been developed and implemented[4] . Because of
the many advantages, the top contenders in the JPEG-
2000 standard are all wavelet based compression
algorithms. The wavelet transform has been successfully
used in image coding since it allows localization in both
the space and frequency domains . Coders can then exploit
the characteristics of the wavelet coefficients to achieve 0
better efficiency. Wavelet compression allows the 0 L/4 L/2 3L/4 L-1
integration of various compression techniques into one Input gray level,r
algorithm. wavelet-based image coding include Embedded Figure .1 : Plots of equations=rL for various
Zero tree Wavelet(EZW)[5] , Set-Partitioning in ¢

L/2

L/4

Output graylevel,s

Hierarchical Trees (SPIHT)[6] , Wavelet Difference values ofy
Reduction(WDR) , Adaptively Scanned Wavelet Plots of s versus r for various values pfare
Difference Reduction (ASWDR)[7]. shown in Figure 1. As in the case of the log transformation,

In this paper we will have Literature survey of power - law curves with fractional values gf map a
image enhancement methods and wavelet based imaggrow range of dark input values into a wider range of
compression methods, proposed method, experimenw@litput values, with the opposite being true for higher values
results, statistical analysis of results, finally we will endof input levels. Unlike the log funciton, however, we notice
with our conclusion. here a family of possible transformation curves obtained

Il. BACKGROUND simply by varyingy.

Before going to details of the method, we present some As expected, we see in Figure.1 that curves
background topics of image enhancement and imadienerated with values of>1have exactly the opposite
compression which include CLAHE , gamma correctioreffect as those generated with valueyefl. Finally, we
,wavelet based image compression. note that Equation (1) reduces to the identity transformation
A. Image Enhancement when c=y=1. A variety of devices used for image
Image enhancement is the simplest and most appealifgPture, printing, and display respond according to a power
areas of digital image processing. Basically, the main idd@W- By convention, the exponentin the power-law equation

behind enhancement techniques is to bring out detail thit réferred to as gamma. The process used to correct this
is obscured, or simply to highlight certain features of intere®CWer-law response phenomena is called gamma
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correction. signals prior to compression.

C. Compression lll. PROPOSED WORK
Image compression can be defined as the reduction of the
amount of data required to represent a digital image by pre-Processing |
removing the redundant data. It involves reducing the size ~ Técinidue_ir i
of image data files, while retaining necessary information. CLAHE Gamma-corre-
Wavelet is a mathematical function that divides the data e
into different frequency components, then fits each Enhancement Technigue

W X7

component with a resolution suitable for its scale [9]. [ )
Wavelet is a waveform that effectively has a duration limit

of zero mean value. Some applications that have been
successfully realized by utilizing such wavelet are image
data compression, watermarking, edge detection, radar
systems, and encoding fingerprints.. In fact, there are many
coefficients in the representation of wavelet with very

small or zero value. This characteristic gives the opportunity

A < 4

Sl R (>

!
QD GIED (e

to perform image data compression. The application of \_ Wavelet Based compression Techniques)
wavelet transform in digital image processing uses the Post-Processing Techniques
Discrete Wavelet Transform or DWT. Figure . 2 : Block Diagram of Proposed work

A variety of sophisticated wavelet-based image The proposed method is used to enhance

coding schemes are Embedded Zero tree Wavelet (EZ\&fyd compress the medical image. We use the Contrast
, Set-Partitioning in Hierarchical Trees (SPIHT), Wavelelimited adaptive Histogram Equalization(CLAHE) and

Difference Reduction(WDR), Adaptively ScannedGamma Correction for enhancing the images, and Wavelet
Wavelet Difference Reduction (ASWDR) etc . based Compression algorithms for compressing the

Because of Many advantages of wavelet baselnhanced medical image.

image compression as listed below, the top contenders i  EXPERIMENTAL RESULTS

the JPEG-2000 standard are all wavelet-based compression
algorithms. Here we can use some medical image modalities like MR,

. : . CT scan, ECG etc. For example here we are using an
« Wavelet coding schemes at higher compression avoid o .
) . Image which is Coronal image from MRI of the abdomen/
blocking artifacts. ) . . L . .
~ pelvis demonstrating atrophic native kidneys with enhancing
«  They are better matched to the HV'S (Human Visualjiq tymors in both kidneys (here, 2 on the right mid-upper
System) characteristics. pole and 1 on the left upper pole), the largest measuring
« Compression with wavelets is scalable as thg&m x 2.8cm x 3.2cm.Figure 3 shows experimental results.
transform process can be applied to an image gfyures. 3.a is original image, Figures. 3.b is enhanced
many times as wanted and hence very highage via CLAHE and Figures.2.cis enhanced image via
compression ratios can be achieved. Gamma Correction.Figure.2c. is compressed image.
« Wavelet based compression allow parametric gain
control for image softening and sharpening.

« Wavelet-based coding is more robust under
transmission and decoding errors, and also facilitates
progressive transmission of images.

« Wavelet compression is very efficient at low bit rates.

« Wavelets provide an efficient decomposition of
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Figure.3(a) Original MRI Image

Figure.3 (c) Enhanced Image by GAMMA
CORRECTION

V.

Figure.3(e) CLAHE Compressed
STATISTICAL ANALYSIS

Image

The performance of the proposed method was rigorously
evaluated using quality metrics like Compression Ratio

(CR), and Peak Signal to Noise Ratio (PSNR)[10],Bits

per pixel(BPP),L2-norm.ratio,Max.error,Mean square

error.

(1)

(@)

(lAii B Bij)

MSE=37%3 1 xry e )

The Peak Signal to Noise Ratio (PSNR) is calculated
using the formula MSE: Mean-Square error.

x: width of image. y: height. x*y: number of pixels (or
guantities).
255°

PSNR(dB) =10*log—— .. 2
(dB) Spyr= (2)

The ratio of the original (uncompressed) image to the
compressed image is referred to as the Compression

Ratio C; = (Uncompressed image size) / (compre-
ssed image size)

Cr = (Uge)/(Cye)

Where

Uge =M*N*K

size

Cq,= Size of compressed image file stored in a disk.

(©)

Bits per pixel(BPP):Bpp can be defined as
BPP = (no.of encoded bits) / (m*n). ....... (5)

Tablel: Quality Assessment metrics for Gamma

corrected compressed MRI image
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Comp. Via Svm ClassifiérSeptember 14, 2011.
method | EZW | SPIH | WDR | ASW | STW [3] james S.Walker MWavelet -based image
/ T DR compression”,sub-chapter of CRC press book
Ferarame ‘Transforms and Data Compression.
MSE 1149 18.1 13.53 12.37 12.37 [4] Nadenau, M.J., Reichel, J. and Kunt, M.
Max.Er | 28 41 38 26 26 (2003),'Wavelet-Based Color Image
r Compression:Exploiting the Contrast Sensitivity
L 2nor 0088 | 986719929 | 99.32 | 99.32 Function”, IEEETRANSACTIONS ON IMAGE
m PROCESSING,VOL. 12, NO. 1, Pp. 58-70.
PSNR | 3753 | 3555|3682 |37.21 |37.21 [5] Shapiro, J.M. (1993) Embedded Image coding
BPP 2585 | 1.820 | 2.937 | 2.830 | 2.493 using zero trees of wavelets coefficientf2EE
7 transactions on signal processing,
CR 1077 | 758 | 1224 |11.79 | 10.39 vol.41,No.12,pp.3445-3462
Table2: Quality Assessment metrics for CLAHE [6] Said, A. and Pearlman, W. A. (199&)"New,
compressed MRI image. Fast,and Efficient Image Codec Based on
Comp. SetPartitioning in Hierarchical Trees” IEEE
method | EZW | SPIH | WDR | ASW | STW Trans.Circuit and systems for Video Technology, Vol.
/ T DR 6,No. 3, Pp. 243-250.
Fgrame [71 Walker, J.S. (2000) A lossy image codec based
MSE 1528 | 25.34 | 1858 | 1858 | 16.6 onadaptively scanned wavelet difference
Max.Er | 29 39 |33 33 26 reduction”, Optical Engineering, Vol.39, No.7,
r Pp.1891-1897
L2nor 19989 | 98.71|99.30 | 99.30 | 99.34 [8] Wilfried Kubinger, Markus Vincze, Minu Ayromlou
m 13 . -
PR 13659 13409 | 5544 (544 3593 P‘I;Qgel;esilr?gpf Gamma Correctionin Colour Image
BPP 3.940 | 2.708 | 4.656 | 4.470 | 4.013
CR 1642 | 1129 19.40 | 1863 | 16.72 [9] Stollnitz, E.J, DeRose, T.D., dan Salesin, D.H.,
“WaveletsFor Computer Graphics: Theory and
VI. CONCLUSION Applications, MorganKaufman Publisher, USA,

In this paper we proposed two image enhancement San Fransisco, 1996.
methods and some wavelet based image compressid®] Albertus Joko Santoso, Dr. Lukito Edi Nugroho, Dr.
methods. Gede Bayu Suparta, Dr. Risanuri Hidayat

By observing all of the above quality assessment ~_COmpression Ratio and Peak Signal to Noise
metrics for “MRI of Lungs” image, we can conclude that ~ Ratio in Grayscale Image Compression using
between two enhancement methods “Gamma Correction”  Wavelet JJCSt Vol. 2, ISSue 2, June 2011
method will produce better results than “CLAHE” method.

Among all the compression methods “embedded
zero tree wavelet (EZW)” will give good results in case of
mean square error(MSE) , peak signal to noise
ratio(PSNR),compression ratio(Comp.Ratio) , Max.Error
, and “wavelet difference reduction(WDR)” will give good
results in case of L2-norm ratio, Bits Per Pixel.
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Plaque Characterization and Segmentation of Coronary
Atherosclerosis Images

™ (ABSTRACT

R.Ravindraiah, Vulnerable plaques are lesions presenting high risk of rupture, possibly leading

to brain stroke or heart attack. Blood contains lipoproteins, which carries
K.Tejaswini| | cholesterol and triglycerides. At the time of travelling of lipoporoteins, some of

. | them stick to the walls of the arteries. Low density lipoproteins are ‘bad

ECE Department, MITS cholesterols” that stick to the walls. High density lipoproteins are “g¢od
Madanapalle, A.R | cholesterols” that clean the vessels and transport the cholesterol back to the
liver to be metabolized. The “plaque” that sticks to the inside walls of the vessels
and narrows the lumen. Plaque is very sticky. Platelets in the blood get trapped
on the plaque, causing further narrowing. The blood vessel hardened and
possibility of rupture is quite often. Heart attacks are occurred due to
cholesterol, Diabetes, High blood pressure, Smoking, Mental stress, Obesity.

In this project we use intravascular ultrasound (IVUS) technique. It is a
catheter based medical imaging technique particularly useful for studying
atherosclerotic disease. It produces cross-sectional images of blood vessels that
provide quantitative assessment of the vascular wall, information about the nature
of atherosclerotic lesions as well as plague shape and size. Automatic progessing
of large IVUS data sets represents an important challenge due to ultrasound
speckle, catheter artifacts or calcification shadows. In this project we use matlab
software.

The aim of the project is to segment different plaques deposited in the interior
part of an aorta and to analyze the severity [to classify whether the patholpgy is
Acute or Chronic] of the problem.

In this paper, we present a method for the automatic estimation of thg RMM
mixture parameters by means of the expectation maximization algorithm, which
aims at characterizing tissue echomorphology in ultrasound (US).|The
performance of the proposed model is evaluated with a database of in vitro
intravascular US cases. We show that the mixture coefficients and Rayleigh
parameters explicitly derived from the mixture model are able to accurately describe
different plaque types and to significantly improve the characterizgtion
performance of an already existing methodology.

ravindra.ranga@gmail.com | Index terms

KRayleigh mixture model (RMM), Vulnerable plaque.

tejaswini4b7@gmai|.cUn Image segmentation, Intravascular ultrasound (IVUS), Plaque characterization,

1. INTRODUCTION TO SEGMENTATION separate object within an image and also find boundary
between different regions. Segmentation can be classified

_Segm_entation is_the process of separating a dig_ital ima%o two types: local segmentation and global segmentation.
into different regions which have similar properties SUChLocaI segmentation is small windows on a whole image
as gray level, colour, texture, brightness etc. So that t%

. : . S - eF‘nostly deals with relatively large no of pixel. But local
boundaries of different objects. Segmentation 'dent'f'e§egmentation deal with lower no of pixel as compare to
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global segmentation. Image segmentation is one of thbat affects only the inner lining of an artery. It is
classical problems in image processing and computer visiotharacterized by plaque deposits that block the flow of
Using of Image segmentation we can able to understatdbod. Plaque is made of fatty substances, cholesterol, wast
the fundamental of digital image processing. Imag@roducts from the cells, calcium, and fibrin, a stringy
segmentation is used to enhancement of image and als@terial that helps clot blood. The plaque formation process
useful to different medical application. Image segmentatiostimulates the cells of the artery wall to produce substances
can also use for analysis of the image and further préhat accumulate in the inner layer. Fat builds up within these
processing of the image. After a segmentation process eam#lls and around them, and they form connective tissue
phase of image treated differently. Now we are goin@nd calcium. The inner layer of the artery wall thickens,
through about medical images like Ultrasound Images (U$he artery’s diameter is reduced, and blood flow and oxygen
which is widely used today. delivery are decreased. Plaques can rupture, causing the

Medical images play a vital role in assisting healtrsUddeén formation of a blood clot (thrombosis).
care providers to access patients for diagnosis arfiherosclerosis can cause a heart attack if it completely
treatment. Studying medical images depends mainly on tfiCks the blood flow in the heart (coronary) arteries. It
visual interpretation of the radiologists. However, thi<can cause a stroke if it completely blocks the brain (carotid)
consumes time and usually subjective, depending on tisteries. A'Fheroscler_oss can also occur in th_e arterle_s of
experience of the radiologist. Consequently the use &€ Neck, kidneys, thighs, and arms, causing kidney failure
computer-aided systems becomes very necessary $p9angrene and amputation.
overcome these limitations. Artificial Intelligence methodsAPPLICATION AREAS OF IMAGE PROCE-
such as digital irr_1age proc_:essing when _combined withh NG
others like machine learning, fuzzy logic and pattern
recognition are so valuable in Image techniques. The
computerization of medical image segmentation plays an  Biometrics
important role in medical imaging applications. Ithas found  pedical
wide application in different areas such as diagnosis,
localization of pathology, study of anatomical structure;
treatment planning, and computer-integrated surgery. Control System
HoweV(_ar, the variab?lity and the complexity of the, Signal, Image, Audio and Video
anatomical structures in the human body have resulted in
medical image segmentation remaining a hard problem.*

INTRODUCTION TO ATHEROSCLEROSIS *  Animation

Atherosclerosis is a specific form of arteriosclerosislul\lTRODUCTIOI\I TO INTRVASCULAR
LTRASOUND (IVUS)

(thickening & hardening of arterial walls) affecting primary
the intima of large and medium - sized muscular arteriegulnerable plaques are lesions presenting high afsk
and is characterized by the presence of fibrofatty plaquasipture, possibly leading to brain stroke or heart attack
The term atherosclerosis is derived from “athero” referring1]. In medical ultrasound (US), a transmitted ultrasonic
to the soft lipid - rich material in the centre of atheromapu|se interacts with an anatomical region providing
and “sclerosis” referring to connective tissue in the plaquefformation about internal tissue structures [2]. The
Atherosclerosis is often called as arteriosclerosissackscattered (received) signal is corrupted by a
Arteriosclerosis can occur in several forms, inC|uding3haracteristic granular pattern noise called speckle [3],
atherosclerosis. Atherosclerosis is a heart disease, andiich depends on the number of scatterers (reflectors) as
a type of arteriosclerosis or hardening of the arteries. Afell as their size. As pointed out in [4], these features can

artery is made up of several layers: an inner lining callege considered as tissue histological descriptors.
the endothelium, an elastic membrane that allows the artery

to expand and contract, a layer of smooth muscle, andtﬁat all
layer of connective tissue. Arteriosclerosis is a broad ter
that includes a hardening of the inner and middle layers
the artery. It can be caused by normal aging, high bloo
pressure, menta stress, lack of inactivity and by diseas
such as diabetes. Atherosclerosis is a type of arteriosclero

Aerospace
Finance

Neural networks, Fuzzy logic

Intravascular US (IVUS) is an imaging technique
ows to clearly assess the arterial wall internal
I@fchomorphology. The technical procedure of acquiring
US data consists in introducing a catheter, carrying a
tating US emitter inside the vessel. During rotation, a
fozoelectric transducer transmits US waves and collects
2 reflected components that are afterward converted into
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electrical signals (A-lines) and sampled by an analog to Figure. 1. (a) Cross-sectional Intravascular US
digital converter. The IVUS image obtained by processinglVUS) image (in cartesian coordinates) and (b) corresp-

the received echoes isggg° tomographic view of the onding polar representatiop;represents the depth in the

inner arterial walls [see Figure 1(a)]. Thus, IVUS istissue and the position (angle) in the rotation of the probe.
considered a suitable techniqueifovivocharacterization The RMM consists of a technique to describe a

of the coronary plaques composition. particular data distribution by linearly combining different
This paper intends to model the atheroscleroti®DFs. Up to our knowledge, the RMM was never used

plaque through the analysis of the envelope backscattertat tissue characterization in US, although, these models

IVUS data. For this purpose, an hypothetical model isave been successfully employed in other fields, such as

considered, where a scanned tissue sample suffers fronhaunderwater acoustics and speech processing problems
certain number of scattering phenomena, as depicted [im]_

Figure 2.
g ] The contributions of this paper can be summarized
The most common model for speckle formation,

: _ as follows. First, in Section II-A, we provide a
known as fully developed speckle, considers a tissue or : . . .
comprehensive mathematical formulation of the mixture

region composed of a large number of scatterers, actin i _ o
as echo reflectors. These scatterers arise from fgodel, which makes use of the EM algorithm for estimating

homogeneity and structures approximately equal to dpe coefficients and Rayleigh parameters of the mixture
smaller in size than the wavelength of the US, such &8DF. Second, the adequacy of the proposed model to
tissue parenchyma, where there are changes in acoustiscribe the envelope US data is evaluated using a validated
impedance on a microscopic level within the tissue. It i$VUS data set of different plaque types (see Section IlI).
recognized that under fully developed speckle, pixeMoreover, the RMM is applied for modeling

intensities in envelope images are well modeled by Rayleigh Plaques as monolithic objects, i.e., by considering

probability density functions (PDFs) [3], [5]. An application all the pixels enclosed in the plaque. The features explicitly

example is given in [6], where the morphological properties, . ) .
of theparte?ial vess[e]l on IVUS images a?e msderljed bobtamed from the mixture model (cf. Section Il are used

means of a Rayleigh distribution in a fully automatic methogﬁ6 |n\./e§t|gat.e the d|§cr|m|nat|ve power Of_ the .mo.d(.al .for
for luminal contour segmentation. identifying different tissue types, namely, fibrotic, lipidic,
Plaque echomorphology may result from differen and calcified tissues. Then, in Section lll, the ability of the

. . .. RMM for pixel wise classification of plague composition
types of components, spatial organization, and complexn}/s, P ptag P

which determine different scattering phenomena, wheré eva_lu_ated When_usmg only the new features and when
the Rayleigh distribution would be a reasonablecomb'n'ng them with other texture and spectral features

approximation but a compound statistical model would bEECeNtly proposed [12]. Finally, we investigate the
more appropriate. Hence, the description of tissyaignificance of the obtained classification improvement
echomorphology may be tackled with complex distributiongVhen using the RMM features .

depending on multiple parameters or with a mixture of|, METHODS

simple distributions. Following the latter approach, this

paper uses a combination of Rayleigh distributions—Th'S section aims at providing the mathematical description

Rayleigh mixture model (RMM)—estimated with the for estimating the mixture coefficients (weights) and the
expectation maximization (EM) algorithm, thus, making thdRayleigh par.arr?ete.rs asgociated with each m?xture
modeling of tissue echomorphology a rather simple but fagPmponent (distribution) using the EM method applied to
and robust process. US data.

A. Rayleigh Mixture Model

LetY ={y;}1<i < N, be a set of pixel intensities of a given
region of interest (plaque) from an US image. Pixel
intensities are considered random variables, which are
described by the following mixture of L distributions:

p(yi |LP): ZjLzlejp(yi |0j) ------ (1)
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; ﬂ T 1 T Where

L(v,w)=log(v |¥)=5/4log(5.6,p, (19, ) 6)
The maximization of (5) is a difficult task because

it consists of a logarithmic function of a sum of terms. To
overcome this difficulty, the EM [14] method is used, where

a set of hidden variables are introduc§sl,= k; }with

K, Oft...,L}.The value ofK, = jinforms us about the
' : _ mixture component j that generated the ith pixel intensity
Figure. 2 : Rayleigh PDFs generated with parameter y;, with probability p(yi |oki)defined in (2). Each nth

where 0|is the parameter of the Rayleigh pDFiteration of the EM method is composed of two steps:
D(yi o, )given by 1) E step: where the expectation of the new likelihood

, functionL(Y,K,W)is computed with respect to K
_Yi

i 207
ply, |oj)=%e R 2) Q(Y,Wn,w):Ek[L(Y’K(Wn’qJ))](G)
i
2) Mstep: where a new estimatewfwy"*! is obtained
by maximizing the function Q
it =3 oy w)(7)
mixture, respectively. The conditiofi;,6; =Imusthold  These two steps alternate until convergence is achieved.

and the parameters¥ =(@,,....,8, ,0,,.0, ) are

the coefficients(ej)and Rayleigh paramete(gj)of the

to guarantee that(y; | W)is a true distribution function. B. RMM Features

| The technique for estimating the RMM parameters and
coefficients using the EM method has been presented. We
intensity y, characterize the acoustic properties of theare further interested in assessing the adequacy of the
proposed model to describe different types of tissue, and
particularly, to characterize the atherosclerotic plaque.

shape of the distribution and thus in th eimage intesity iﬁl EXPERIMENTAL RESULTS
illustrated in Figure 2. The joint distribution of the pixel
intensities, considered independent and identically, ys section, we first provide a description of the methods
distributed (i.i.d), is given by
AN rl 1 = used to acquire and process the IVUS data, and we briefly

The parametersy; associated with the pixe

tissue at the ith location [13]. The effect changinan the

introduce the classification framework adopted for tuning
the RMM algorithm and performing plaque

characterization. Then, two distinct experiments are

conducted: the first studies the adequacy of the RMM for

describing different tissue types. This experiment is

. _ _ designated as monolithic description since the mixture model
Figure. 2 : Rayleigh PDFs generated with parameter

10° <g <10° (from darker to lighter curves). is estimated by considering all the pixels enclosed in the

laque. The second experiment refers to plaque

p(y [w)=nMply, |¥) ... (3) Pad P plag
The goal is to estimatg by maximizing the characterization made pixel-by-pixel (hence, called plaque
likelihood function such that local characterization), where the RMM is applied not to

w —argmaxL(Y,¥) A .
P =™ e 4) the entire plague, but to each processing block centered at
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the pixel to be characterized. Given this, the ability of the
RMM for local characterization of plaque composition is
evaluated when using only the RMM features and when
combining them with other texture and spectral features
Finally, we present a statistical analysis that supports the
relevance of the obtained classification improvement when
using the RMM features.

A. In Vitro Data Processing

The adequacy of the proposed RMM to describe real tissue
types is evaluated throughiarvitro study of atherosclerotic = .
plagues from an IVUS database. The IVUS data set has " .
been recently presented in [12] and consists of eight
postmortem arteries, resulting in 45 frames with 24 fibrotic,

12 lipidic, and 31calcified plaques. This data set, composed
of 67 plaques, has been validated by histological analysis.

The information encoded in the visual appearance
of tissues naturally represents a relevant feature for their
description. However, during acquisition, the imaging
parameters of the IVUS equipment are typically changed L h
to enhance tissue visualization. Hence, parameters like Figure. 4 : (a)-(c) RMM modeling of three tissue
contrast depth and brightness can change from patient to
patient or even from image to image. When the IVUS

images are then processed for feature extraction, this fagftimated for each tissue type, overlapped with single
may generate non comparable features. _
Rayleigh PDFs.

types. (d)—(f) three-component mixture PDFs

To avoid the aforementioned errors and to produce
normalized data, the used data follows a rigorous acquisitian  C|assification Framework
protocol, where the IVUS images have been directly
reconstructed from the raw RF signals, rather than usings stated previously, the weights and parameters of the

the ones produced by the IVUS equipment. For this purpose, o o _

Figure 3. are used as features to describe different types of plaque.
gIAGV\IQELF In order to evaluate the correct modeling, we adopt a
2.ENVELOP multiclass classification framework that has been
1.7GC DETECTION ) L
Textural successfully used in plague characterization [12].
POLAR RMM features
(E’m I/E-\LGOEPE) > catures The role of the classification scheme is twofold:
Spectral 1 gt
l features ) It allows to evaluate the discriminative power of
VUS RMM features; and 2) it is used to support a cross-
(CARTESIAN) | yigieton dat
IMAGE validation process, adopted to tune the L parameter
Figure 3 : IVUS data processing (see text for (number of mixture components) in RMM model and
details). RMM, textural, and spectral features are the kernel size (image window size, where the RMM
extracted from polar image. is estimated).
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10.

Figure 5 : Examples of plaque classification (a)
IVUS images, (b) ground truth images, segmented
according to the histological analysis, (c)
classification. In blue (dark), green (mid gray), and
yellow (light gray) are indicated calcified, fibrotic,

and lipidic tissues, respectively.

CONCLUSION

In this paper we present the segmentation of plaqukZ-

characterization in IVUS data based on a mixture of rayleigh
distributions and we analyze the severity of the problem.
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A Survey on Copy Move Forgery Detection Techniques

™ (ABSTRACT L»,
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J T Pramod, § Digital images are a powerful tool of communication medium now a days. |

ECE Department, MITS, | athenticity is very much important because it is going to be used in many| areas
Madanapalle, A.P | such as law firms, medical sciences, media etc. as a proof. But due to the advancec
technologies available now it's very easy to manipulate the image which is termed

as forgery. Copy move forgery is the type of image forgery in which one part of
the image is hidden by covering with some other part of the same image. This
copy move forgery detection is one of the most progressive research topic [now a
days. Several algorithms to detect this type of forgery have been proposed. In
this paper evaluation of the performance of different techniques to detect copy
move forgery is done by considering different metrics.
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. INTRODUCTION images because they doesn't require any external input

occurrence of the events in life. Due to the diversific-atiorilmage They are image retouching, image slicing and copy
of use of computers in different fields of modern life ha%ove .forgery Image retouching ('Jloesn’t alter the major
given a very much_ |mp_o_rtance to the digital images. Lo ortion of the image. Image splicing is the process of adding
cost and great availabilities of hardware and software too 20 different images to create a new image. Currently in

madg the Image operations such as creating, editing agg paper we are discussing about detection of copy move
manipulating the images more easy how a days. Hence gery

consider the image as a proof or evidence is not justifiable.
The authenticity of digital images has now become volatilel: COPY-MOVE FORGERY
This situation made it questionable the use digital images
as a proof in law, in forensic science, in sports, in news
and in business etc. Hence the detection of forgeries in
digital images has become an emerging research topic now
a days. Copy move image forgery is the type of image
forgery in which both the source and target regions are
from the same image, hence both the parts contains same
values for properties such as brightness, illumination etc. Figure 1(b): Tampered Image
the forgery detection in digital images are broadly classified Copy move forgery is the type of image forgery in
in to two types namely active approaches and passiYghich a part of the image is overridden by some another
approaches. Active approaches are digital image wat€fart of the same image. Here both the source and target
marking and signature analysis. part of the image are parts of the same image. The example
Both these techniques require an external input tof copy move image forgery is shown in the below Figure.

be verified. This method is not very much suited for all In the above Figure, Figure (a) is the original image
types of images because there are so many imagesghq the Figure (b) is the tampered image .in Figure (b) the
internet available without any signature incurred in ttop middle flower is covered by the greenery in the image.
Passive approaches are much suitable to these typefpy-Move forgery is performed with the intention to make

Figure 1(a): Original Image

National Conference Proceedings : Advanced Communication Systems and Applications -




an object “disappear” from the image by covering it with a
small block copied from another part of the same image.

Since the copied segments come from the same image, YT
the color palette, noise components, dynamic range and overlapping blocks
the other properties will be compatible with the rest of the
image, thus it is very difficult for a human eye to detect. l
There are many approaches are proposed to detect the Feature Extraction
copy move forgery in digital images. One of the simplest l
approach is performing exhaustive search. L exicographical
In this approach the image is overlaid by its sorting
circularly shifted version and search for approximate l
matching parts of image is done. This method is simple Locating the copy
and more suitable for small images. For an image with move forgery

dimensions (M x N) it will takMN )’ steps to complete

the testing. Hence this method is computationally expensive
for medium and large dimensional images. Other technique
used is autocorrelation for copy move forgery. Since the

D etection result

Figure 2 : Block matching procedure

] ) ) The Feature Extraction methods using block-based
forged part of the image is also from the same image thetgy,rach are mainly categorized in to four categories. They
is a correlation between original and duplicated regiongare dimensionality reduction based, and frequency domain-
Although this method is simple practically it fails in detectionPased, intensity-based and moment based features.

of copy move forgery. A.  Dimensionality reduction-based

. BLOCK-BASED ALGORITHMS Dimensionality reduction based methods uses PCA
(Principle Component Analysis) and KPCA (Kernel-PCA)

Now other approach for detecting copy move forgery i€omputed the singular values of a reduced-rank
block matching procedure. Here in this approach the imag@pProximation (SVD).
is divided into overlapping blocks and each block is3. PCAand KPCA

compared based on some of the features extracted fronPICA is a method that projects a dataset to a new coordinate

with the remaining. The idea here is to detect connectexystem by determining the eigenvectors and eigenvalues

. . . ? a matrix. Itinvolves calculation of covariance matrix of
blocks that are copied and moved. The copied region wou S L
a dataset to minimize the redundancy and maximize the

consist many overlapping blocks. The distance betwegfriance. The PCA is computed by determining the

each duplicated block pair would be same since each bloeigenvectors and eigen values of the covariance matrix.
he covariance matrix is used to measure how much the
imensions vary from the mean with respect to each other.

extract the feature from each block. Here the duplicateghe covariance of two random variables (dimensions) is
block and source block will have almost similar values otheir tendency to vary together as:

the features then the extracted features are vectorised and Cov(X,Y) = E[E[X]-X].E[E[Y]-Y] ... (1)

placed in a matrix. This matrix is lexicographically sorted Where E[X] and E[Y] denote the expected value
and then the vectors with almost similar values are group&d X and Y respectively.

together, which represents the copied and moved blocks in KPCA (Kernel-PCA) proposed by Bashetral.

. : . . : Kanget al. Kernel PCA (KPCA) was derived from PCA
the image. This block matching procedure is explained as . K .
below as a nonlinear feature extraction method, Theoretically,

KPCA may be viewed as a combination of the following

are moved with same amount of shift. The next step is t
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two procedures: the first procedure implicitly transformgows which are having same values are treated as copied
the input space into a higher-dimensional feature spacesgions and those blocks are highlighted as forged parts.

and the second one carries out PCA in the feature SPa%s. DWT : The coefficients of a discrete wavelet

By virtue of so-called kernel functions, KPCA is transform (DWT) using Haar-Wavelets were
computationally tractable compared to other nonlinear proposed as features by Basgal. [3]the wavelet
methods. transform gives the analysis of the data both in time
C. Intensity-based as well as frequency domains. The technique
proposed by Jing Zhang et al [9] works by applying
DWT to input image to yield a reduced dimension
representation. Then the phase correlation is
computed to estimate the spatial offset between the
copied region and the pasted region. The copy-move
regions can then be located by the idea of pixel
matching, which is shifting the inputimage according
to the spatial offset and calculating the difference
between image and its shifted version.

The intensity based feature extraction approach used to
perform the average of red, green and blue components
generally. Additionally dimensional information of blocks
(LUO) method is proposed by L&b al. Bravo-Solorioet

al., proposed a method which calculate #rdropy of a
block as a discriminating feature (BRAVO). Lét al.
(LIN) computed the average grayscale intensities of a block
and its sub-blocks. Wargf al.used the mean intensities

of circles with different radii around the block center

(CIRCLE). The DWT transform also reduces the dimen-
sionality of the image based on the scaling factor we
D. Frequency based consider. This will gives a better performance in data

Frequency based algorithms uses DCT, DWT and FMT tePmpression. The DWT used to project the image in to

perform feature extraction. They are explained briefifrequency domain and the sub-band which contains
below. maximum information is selected (most likely LL sub-band)

- and then these values are stored in a matrix and that matrix
1) DC;I'f_ g F“d”?hhetde.‘l" propose_zd the u?e of 256 is lexicographically sorted and the rows with similar values
gzef;;ﬁ':tesso[ 15 € t;}zcrgggcigfén%ggzz O_F?;rggfgrr)are get traced and the blocks of image corresponds to that
(DCT) attempts to decorrelate the image data, Afterows are considered as the forged parts of the image.
decorrelation each transform coefficient can be3) FMT : Bayram et. al [8] suggested a method by
encoded independently without losing the  applying Fourier Melliin Transform (FMT) on the image
Compression efficiency_ Decorrelation’ Energy bIOCk They fIrSt Obta|n8d the Fourier tranSfOI’m
Compaction’ Seperability and Symmetry are the four representation of each bIOCk, re-sampled the resulting
distinct properties of the DCT that makes the feature ~ Magnitude values into log-polar coordinates. Then they

extraction more efficient. The 2-D DCT functions ~ Obtained a vector representation by projecting log-
which can be applied to image are given by, polar values onto 1-D and used these representations

as our features.
Forward transform

E. Moment based

_ 2MAN oy (2i+)mm (20+2)nm
X ’ - N ’ . .
(m.n) u(m)u(n)N zo ,Zox(' eos M N 1) Blur invariant moments: These moments are
For m =0,1,....,M-1,n-0,1,...,N-1. ... (2) proposed by Mahdian and Saic.[8] This method used
Inverse transform f[o identify the coplgd part' even thoughiitis qurreo_I to
isolate the edge discontinuities. Generally, relation
x(, j):3Mz’lNz’lx(m)u(n)x(m_n)cgs(2i +h)m (2 +)nm between the ideal image f and the observed image g
_ N =030 M 2N is described as where D is a degradation operator.
fori=01,.,M-1j=01..N1 ... (3) In the case of a linear shift-invariant imaging system,
Where X (m, n) are the DCT Coefficients and D usually has a form of
x(i,j) are the image samples in block. Here we consider _ .
the image size as MxN. g=t(f)htn (4)
The discrete cosine transform is calculated for where h is the point-spread function (PSF) of the

each block and stored in a row of matrix which containSyStém. nis an additive random noise. We want to define a

the coordinates of the block starting point at the end of tH&nction which again reproduces f from g. That type of

row. Then this matrix is sorted lexicographically and thdUnction is applied to each and every block and the
coefficients are stored in a matrix and comparison of the
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so obtained values is done to find out the copied and forgsihce having larger feature vector length will take more

parts of the image. time for detection.
2) Zernike moments: Ryu et al [9] proposed the use Comparison Chart

of Zernike moments. These Zernike moments are the 300

rotation invariant moments which are having the same 436 256

value even if the image is rotated to a particular angle. 200 92
IV. KEY POINT-BASED ALGORITHMS 108 n5 1. -|‘

=

Unlike block-based algorithms, key point-based methods \)\5‘23‘ @5 é& &L &
rely on the identification and selection of high-entropy image © qf@% © €

regions (i.e. the “key points”). A feature vector is then
extracted per key point. Consequently, fewer featur&igure (3): Chart comparison of different algorithms
vectors are estimated, resu[ting in reduced comp_utatione! CONCLUSION

complexity of feature matching and post-processing. The

lower number of feature vectors dictates that podn this paper we reviewed several papers to know the recent
processing thresholds are also to be lower than that dévelopment in the field of Copy-Move digital image
block-based methods. A drawback of key point methods fergery detection. All the methods which have been
that copied regions are often only sparsely covered uggested draw strengths from different transforms to make
matched key points. If the copied regions exhibit littldhem robust against post processing and to reduce the
structure, it may happen that the region is completelpumber of logical blocks to compare. Different feature
missed. We examined two different versions of key poingéxtraction techniques which provides the detection
based feature vectors. One uses the SIFT features whilapability of different moves to hide the forgery are
the other uses the SURF features they are denoted discussed. DCT, DWT and FMT are frequency domain
SIFT and SURF, respectively [4][7]. Comparison offeature extraction techniques. In these methods feature
different algorithms based on feature vector length is donextraction is done by using 2-D forward transforms and
in below table. the feature vectors are calculated. The FMT algorithms

SIFT : The SIFT approach, for image feature generatioﬁ’,vorks for the case pf only slight rotation. Blur invariaqt
takes an image and transforms it into a “large collection (5f|oments and Zernike moments are the blur and rotation

local feature vectors” the f local features extracted throughvVariant feature extraction techniques. The above
the following three stages, explained here shortly mentioned techniques are block matching techniques. Also
T AB,LE | selection of block size poses problem, Two Key point based

methods are also proposed, they are SIFT and SURF.
COMPARISON OF DIFFERENT ALGORITHMS  Applied these techniques on forged images and the results

GROUP Methods Feature are recorded for the purpose of evaluating which technique
vector length works better for which type of image. These different
Moments BhldR 254 methods proposed diversify the process of forgery detection
SERNIKE 1 in digital images. Sophisticated tools and advanced
Dimengonality PCA - manipulation techniques have made forgery detection a
reduction K%/CE')A 5o challenging one. Digital image forensic is still a growing
T, U0 7 area and lot of research needed to be done.
y
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Video Denoising By Robust Temporal Spatial Decomposition

™ (ABSTRACT

K.Levathi| | yith the advancement in sensor design, the image/video processing became one

(M.Tech of the most important issue as most of them one using online videos, editing 2D,
ECE Department, MITS 3D videos. Capturing videos for cameras etc. video processing is permanently
done by assuming video sequences. Which comes of sequence of frames/image
Video information is reserved in terms of space and time. The information
corresponding to space is called spatial information and this is explained in
spatial coordinates and information which is represented as a function of time is
known as temporal and together called as spatiotemporal respectively. |Video
processing is easy while video is analyzed and processed in spatiotemporal
representation.

\%J

Madanapalle, A.

The video frames contain noise part.

The extended method for the elimination of noise have some disadvantages like
they need fixed sizes for grouping block of objects this makes computational
complements and adjustments in that methods gives poor result. Video demising
at effectively to remove noise from all the frames of the video by utilizing
information in both spatial and temporal domains and one of the method is robust
temporal spatial decomposition model which decomposes a video into 3|parts.
The temporal spatially correlated part. Future compensation part and sparse
noise part. Compared to the existed transform based techniques. This RTSID model
mainly lies in robustness. Robustness of RTSD model seek to obtain twg major
reasons.1) RTSD model is robust to noise.2) RTSD model can be implemented tc
accommodate background variation to some extent.

While decomposing into 3 parts the video frames may have al high
correlation between adjacent frames which leads to low rank matrix and it is
corresponded to temporal. Spatial correlated part. To overcome decompasition
problem a minimization of convex which models nuclear norm, total variable
norm and norm and to solve decomposition problem development of twq stage
method is done.

Decomposition of total frames into temporal spatially correlated part|and
residuals. This remaining part which is a combination of frames and future
levathi.k@gmail.cor information is further derived into two parts as space noise part and future
J Qnteraction part separately.

junt

INTRODUCTION for compressing data, feature extraction, detection, image

. . _ restoration etc.. Sparse representation is done via |1min-
In Video processing sparse representation means amo?ﬁzation

all the coefficients of base vectors only a small fraction o _ _

the entries are non-zeros. This representation will select In video processing on one hand we extract
the subset of base vectors which express the input sigri§MmPoral and spatial correlations from a video sequence
most concentrated and automatically reject other lesdd on the other hand, since contents of two adjacent
concentrated representations.so sparse representatiorif@nes generally change little (i.e. The stationary or slowly

used to perform classification task. Sparsely is requiregNanging background with foreground moving not too fast
usually dominates in consecutive video frames), we are
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able to find high temporal correlation between neighboring  correlation, embedded in not only neighboring frames

frames. We define &ideo sequence™as a 3-D video but also far away frames, can be extracted as a
data cube with high temporal correlation, consisting of  whole. As for each frame, RTSD model processes
several consecutive frames while including no significant ~ one frame integrally in space domain as well, thereby
scene change. On the other hand, it is obvious that there effectively preserves spatial correlation during dec-

exists high spatial correlation between neighboring pixels  omposition.

in every frame. We should deal with temporal and spatiaJ Compared to the transform-based techniques, the

correlations togerthly for extracting the_ correlated superiority of RTSD model mainly lies in robustness.
component. After removing the part with high temporal The robustness of RTSD model is claimed for two

and spatial correlations, we get the residual, which captures major reasons. Firstly, it should be emphasized that
features such as object movements or lighting variations,  1e RTSD model is rot;ust to noise, especially sparse
still preserves some spatial correlation while is nearly outliers, and can distinguish noise from high-frequency
temporally uncorrelated. We can decompose th‘? frames  faatures effectively according to spatial distribution
of the whole video sequence into three parts: 1) the  cparacteristics. Secondly, we need to point out that
temporal spatially co_rrelated part among all frames; 2) the by choosing proper solving strategies, RTSD model
feature compensation part belonging to each frame .5, pe implemented to accommodate background
exclusively; 3) the sparse noise part. variations to some extent.

N The first part contains most information of_the In addition, we formulate the temporal-spatial
original video frames. The second part, corresponding t9ecomposition problem as the minimization of a convex
the feature part shows significance for capturing the,nction, which consists of a nuclear norm, a TV (total
frame’s unique characteristic. The sparse noise pagriation)-like norm, and & norm. To solve the RTSD
mc_ludmg noise or other common de_gradat|ons, POSSessRRydel, we develop a two stage method and discuss the
neither temporal nor spatial correlation. solving strategy for each stage in detail. Furthermore, we

Robust Principal Component Analysis (RPCA) isapply our proposed RTSD model in two video processing
the most relevant advanced work in our project. RPCApplications, e.g., video denoising and scratch detection.
approximates the temporally correlated component with ROTATIONS
low-dimensional subspace, and prove that it can be exactly
recovered from sparse outliers with high robustness. Baséét us consider a video sequence Witframes, denoted
on the ideas similar to RPCA, a recent work on vide@s M (1), ..., "M(N), where theith frame M(i) 2
denoising reformulates the problem of removing mixedRK1xK2 . For the sake of simplicity, each frame is
noise as a low-rank matrix completion problem by groupingeshaped as a column vector, for exampei)'is reshaped
similar patches in both space and time domains. 1t8sm(i) 2 RKIK2x1. These vectors are combined into a
robustness and effectiveness compare favorably againsatrix M 2 RKIK2xN, with m(i) being theith column.
few state-of-the art denoising algorithms. However, th&Ve will decomposeM into three parts: the temporal-
method potentially suffers from the problem of mismatchingspatially correlated patt, the feature compensation part
as most popular motion compensation based methods d8l, and the sparse noise p&&, whereL, S1, S2 2
and its performance highly depends on the accuracy &KIK2xN.

outlier identification in preprocessing. In this paper, we will use several matrix and vector
OUR CONTRIBUTION norms, defined as follows:

In this paper we develop a robust temporal-spatiat)  1he TV (Total Variation) norm. For a 2D matiik

decomposition (RTSD) model, which decomposes one video  with Uj, denoting its entry on thjéh row and théth
sequence into three parts: the temporalspatially correlated  cojymn, the TV norm is defined as:

part, the feature compensation part, and the sparse noise
part. RTSD models main characteristics and advantages NUllv=33 \/(uj " —uj_lyk)z + (uj,k - uj,k_l)2
can be summarized as two folds: Ik

1) Compared to the traditional pixel-domain methods, ou%) The STV. (Sepa_lrable V) norm. In order to facilitate
further discussions, we define a new separable TV

proposgd model analyzes_ temporal and spatial norm, denoted as STV, for the matkix
correlations from a global point of view. In the RTSD
model, one video sequence is temporally viewed and IMISTVY SlII=M~()ITV
decomposed as a 3-D data cube, by which temporal =
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Note thatM is constructed from the video frames,

removed by using Adaptive center-weighted median filter

(ACWMF).

M |lsry indeed represents the sum of the TV

norms of all frames. Since the TV norm describes the Ioc&l)
smoothness of one frame, the STV norm is hence an
indicator of the overall smoothness of all frames.

3) The/, norm. For a 1D vectox with x denoting its

I'™ element, the/, norm ofx is:

1% Ml 3 =Xy
By a slight abuse of notation, we also defin€the
norm for the 2D matri

IM .= z 1m0, 2)

4) The ¢, norm. The/,norm of the 1D vector X is:

=[x

Similarly, we define the/, norm (indeed the

Frobenius Norm) for the 2D matric M: 3)

IM = z ImG)I2

5) The nuclear norm. the nuclear norm of the 2D matrix
M, is:

Y ||*=Trace§/MTM E

Here A,pand yare user-defined nonnegative
constants to balance the three parts.

Problem formulation and solution overview

A problem is occered at temporal spatial decomposition
and this is overcomed by minimization of convex function
and the decomposition is done in two stages for sub optimal
solutions.The video is taken as 2D matrix.A high correlation
between adjacent frames leads to low rank matrix

» L_11.The remaining part is S.where S = M-L
Stageldecomposition: In first stage decomposing entire

matrix into separate temporal-spatially correlated part (L
and residual(S).

For this least square (LS): Least absolute deviation
(LAD) and robust PCA (RPCA) methods are used for
the decomposition of low rank

component from matrix ,M_1

The LS approach :One simplest approach to obtain
L with rank 1 is to solve the following LS problem:
Herel(i) denotes théth column ofL. Apparently,

the optimakolution towhich averages thd frames.

If the video frames have a static background and the
foreground objects changing over a period of time,
then most background information is expected to be
retained inLLS. On the other hand, feature
information uniquely belonging to some frames, such
as motions or lighting variations, is to be largely
weakened irLLS

The LAD approach : Another way to solve a rank
1 component is the LAD method, which is similar
to the LS approach but instead minimizesth@orm

of the residual$o enhance the sparsity of residual:
The LAD problem (6) can be re-formulated into a
standard linear program and solved.

The RPCA approach : The RPCA approach is
basically to solve the following nuclears
minimization problem: Here\’is a user-defined
nonnegative constant. By choosing the valug 'of

we are able to control the ranklofHere the nuclear
normjis a convex approximation to the ranklOfin
video processing scenarios, the setting' akflects

our estimate on the temporal correlation of video
frames. Note that K’ is properly chosen such that
the resultind- is with rank 1, RPCA is equivalent to
LAD. Though the RPCA problem in (7) is a convex
program, solving it is a nontrivial task due to the
complicated nuclear norm term. Several algorithms
have been developed for the RPCA problem, such as
the singular value thresholding method the accelerated
proximal gradient method [29], the augmented
Lagrangian method (ALM) [30], and the alternating
direction method (ADM) [31]. In this paper, we adopt
the algorithm based on the (inexact) ADM.

Comparison among LS, LAD and RPCA:AIl the
three methods introduced above are capable of
decomposing a low rank componénfrom a given
matrixM. We recognize that there are possibly more
alternatives that can full fill the task as Stage | of our
RTSD model. Here is a brief comparison among LS,
LAD and RPCA

Stage2Decompositon: In second stage of decompositioRank of L : LS and LAD both requiré being exactly
in the residual (S) into feature compensation part (S1) amdnk-1, whereas RPCA permits the rank to be adjusted by
sparse noise part (S2).This is done by solving TV-lbroperly selecting\’.Thus if a rank-1L is strictly
minimization and Iog-TV I1 minimization. Thus the noise iSdemanded’ e.g., extracting a Comp|ete|y static backgr()und
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from video surveillance sequences, LS and LAD can bare performed on two video sequences, “Paris”
superior choices to RPCA. But itis usually not the case il'c352x 288)and “Ferman” (352x288).The “Paris”

most video applications. For a practical video Sequencseequence has a static background, while there is mild

whose background can contain mild movement as well, nsition in the background of the “Ferman” sequence

L component with a fixed rank 1 may not offer enoughcaused by camera rotation and shaking. 90 consecutive

degrees of freedom to describe those important featur?%mes are extracted from the both sequences. For each

in background, such as motions or Lighting variations. Tha 0% i
is why the LS and LAD approaches are very sensitive tP e randomly choose 20% pixels among the sequence and

. : : eplace their values with noise whose intensity is of uniform
background variations. An_adjustable r?r?wm"'ded distribution between [0,255]. We vectorize the 90 frames
by RPCA may be more flexible for describing the common _ _
components across a video sequence with backgrou@fd recombine then as one matrix(401376x 90), then
changes. apply LS, LAD and RPACA to decomposeitintoLand S,

Complexity: The LS approach is simple and fast, only torespectively. The parametaris set tol/,/(352x288),

average all the frame_s with _Iinear time complexity. LA_DaS recommended in [23]. For each sequence, we pick the
can be re-formulated into a linear program and also enjoygs; original frame M(1), and the corresponding low rank
the benefit of fast computation. But for RPCA, since thT)arts (reshaped from thé' tolumn in L to the original

nuclear norm is nontrivial to handle, its computationa . .
complexity is relatively high even with the efficient ADM frame size(352 288) obtained by LS, LAD and RPCA

algorithm [31]. Although the convergence rate of the ADMapPproaches, respectively, and compared result in figure 1.
method for solving (7) is not theoretically specified,For the “Paris” sequence, Figure 1. (b)-(d) show that the
extensive numerical experiments have shown that temporal-spatially correlated part generated by LAD and
converges Q-linearly [30], [31]. In each iteration, a singulaRPCA both achieve good visual quality under noise.
value decomposition (SVD) step to updataccounts for  Through the LS method keeps the fastest running speed, it
the majority of the computational load; fer,R2N,  Seemsthatits low-rank part contains severe blurry artifacts
. . : and damaged details in the noisy case, since the information

_the_tlme comple_xﬁy of .S.VD @(.KlKZNZ) [32]._Therefore, . of sparse (impulse) noise on pixels cannot be completely
if high processing efficiency is greatly desirable, e.g., i)

. ) . ffset.
video coding and other low-delay processing cases, we
may prefer the LS and LAD approaches.

Algorithm

Sample video

|

Decomfosing
M into L and'S

|

Decomposin%
Sinto S1 and S2

|

Applying AC-
F\’N filter

|

Reconstru-
cted video

ial Mawy frame B[] Bi i) ahial by 15

M = Total video in matrix,

S = Residual,

L = Temporal spatially correlated patrt,
S1 = Feature compensation part,

A. The Stage | decomposition

We compare the alternative approach to stage |
decomposition as discussed in section 3.1. the simulations

i L i el e AL

Fig.1. Results on “Pairs” and “Foreman”
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For the “Foremen” sequence, however, LAD failsoften from faulty sensors or transmission errors and thereby
to give a result comparable to RPCA. The sharpntroducing sparse outliers in the gray values of the image,
performance contracts result from the differences betweeng., impulse noise. Removing impulse noise is quite
the two sequences. The first “Paris” sequence keepsdifferent from removing Gaussian noise as the pixels
stationary background while the second “Foremantlamaged by impulse noise contain no original information.
sequence’s background contains certain movementfs widely recognized, impulse noise includes two main
Because LAD keeps a common part of strictly rank-1, ag/pes: salt-and-pepper noise and random-valued impulse
stated in 3.1.2, it lacks degrees of freedom to describ@ise. Saltand-pepper noise only takes two extreme values
even slight changes in background. Indeed, backgrour{@ither 0 or 255 in 8-bit image) and is easy to detect and
variations appear inevitably in most practical videos, thugemove. In this section, we work on removing the more
to pursue an exactly rank-1 L part may often bechallenging randomvalued noise in our experiments, which
unnecessary or impossible. For RPCA, through the rank characterized by replacing a certain portion (denoted by
of L can be varied over different cases, it keeps (relativelyp) of the original pixel values in the image with intensity
low-rank, and most sequences, at the top and bottom rowslues drawn from a uniform distribution between range
respectively. Sequences, at the top and bottom rowgJmin dmax (dmir=0, dmax255 in our experiments).

respectively. In each row, the original frame and the Classical denoising methods for impulse noise, e.g.,
corresponding low-rank partin L decomposed by LS, LAQ35], usually contain two stages, i.e., first detecting the
and RPCA are listed in a left-or-right order. About the Lipcations of noisy pixels and then restore them. Their
part decomposed by RPCA, its rank in 41 for “Paris"syccess relies on the accurate detection of noisy pixels,
sequence, and 45 for “Forman” sequence. e.g., adaptive median filter (AMF) [36] for salt-and-pepper
B. The Stage Il decomposition noise, as well as adaptive center-weighted median filter
(ACWMF) [35] for detecting random-valued noise. In
For stage Il decomposition, we recommend the 7\I-  contrast, our method based on RTSD model does not
model an d the log TV¢ 1 model to explain the piecewise require estimating the locations of noisy pixels before
smoothness and correlation within the residual S. In thiggstoration as in two-stage methods. We test our method
section, we also demonstrate its effectiveness via simulatié video sequences with both simulated noise and real noise,
results. We use an image of chinese calligraphy as and compare its denoising performance with the state-of-
spatially-correlated spares object, which has similatheart ACWMF method.
structure properties to the feature compensation part in We first test our method on video data with
the RTSD model. Parametgtis fixed as 1 for both TV - Simulated noise. 150 consecutive frames are chosen from
the "Paris” sequence (35288), and a portiomp of

¢ 1 model and log-TV-¢| model in this section. The domlv ch ivels in th ted b
thresholdol is S2 = Sparse noise part temporal-spatiallyran Oomly Chosen pIXe's In the sequence are corrupted by

: . . .~ “random-valued noise. We reshape all frames to constitute
correlated information, e.g., background, is capturéd in . . . .
o . ) : .. the matrixM . Our final denoising result for thth frame
For our applications discussed in this paper, e.g., videg

denoising and scratch detection, we choose RPCA to fUIﬁLFo?st:?;:i%d(théls g(;'ir;%ls(g dt?oergle)zé;TrZ ?ﬁ:li(msallggilé?éver
the Stage | decomposition frolh to L and S due to its 9 y

) oL Iguality. Itis worthy to discuss the parameter setting of our
preferable robustness to outliers and background variatio ? ithm. In the fi inth
fixed as 167 in Algorithm 1 and Algorithm 2 (the same algorithm. In the first stage, we sgtin the same way as

hereinafter); by this setting, both algorithms typically takevhat [23] suggests, i.e., 1?/ (35288). The'in the
20-30 iterations to converge. second stage should be adjusted according to the impulse

C. Application sketch Video denoising noise densityp. Based on our experience from repeated

Since RTSD explicitly defines tH#2 as sparse noise part, experiments, we recommend to géaccording to a simple

it is natural to find its applications in video denoising forempirical formula:yp'=2p+0.8, which can ensure an
sparse outliers (impulse noise). For impulse noise removajyerall satisfactory performance wheis lower than 0.45.

we choose RPCA for Stage | decomposition and the T\M=yxperimental results presented in Fig. 3 and 4 demonstrate
11 model for Stage Il decomposition. Many popularhat applying our model in removing impulse noise
denoising methods, including those introduced in SeCt'Oeutperforms ACWMEF, in terms of both PSNR values and
1.1, emphasizc_e the removal of i.i.d._ Gaussian nqise onIy_. Wisual quality. In Fig. 3, we can view that ACWMF is likely
should not be ignored that many video processing appli¢s miss real noisy pixels and false-hit some noise-free pixels,
ations also involve long-tailed noise processes [36], resultingnich degrade the recovered frame visually in (h). On the
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other hand, our method simultaneously identifies outliers Average PSNR performance comparison on the
and recovers damaged pixels, and produces pleasant vistRéiris” sequence. It can be seen that under different noise
results as shown in (g). Figure. 4 shows that under differedensities, the recovery PSNR values of our method achieve
noise densities, the recovery PSNR values of our metharise of about 20 dB to the noisy sequence, and are
achieve a rise of about 20 dB to the noisy sequence, andnsistently higher than those of adopting ACWMF.
are consistently higher than those of adopting ACWMFEspecially when noise density become relatively high (e.g.
Especially, when noise density is relatively high (eag:, p > 0.3), our method can even gain nearly 2 dB PSNR
0.3), the performance gap between our method anadvantage over ACWMF.
ACWMF turns even more significant (up to 2 dB). What e
is more attractive, our model does not require any
assumption about statistical properties of impulse noise,
except a rough estimation of noise sparpifgr setting
the value ofp’.Actually, as verified in experiments, the
denoising performance is to-some-extent robust to the
choice of p’.Even p'deviates 10% away from its
recommended values, the experimental results show tha .
the PSNR decreases are generally less than 0.2 dB and Video denoising for théParis” sequence (with
the visual quality remains nearly unaffected. 20% impulse noise added) based on RTSD model. By the
To further demonstrate the denoising performancéwo stage decomposition, we get the decomposition results
based on our RTSD model, we test our method on a 120{1), S1(1) andS2(1) corresponding toM (1), displayed
frame grayscale sequence (728040), which is collected in (c), (e) and (f), respectively. Our denoising result in (g)
from an aged video tape corrupted by impulse noisas obtained by addin§1(1) toL(1) (PSNR=34.28 dB).
Although the parameteris empirically adaptive tp, e also present the denoising result of the same frame by
which is unknown in practical situations, the probabld*¢WMF in (h) for visual comparison (PSNR=33.62 dB).
estimation deviations do not obviously influence theCONCLUSION

denoising results. Therefore, we may first give a rou ) . . )
g y g g TSD is a model for temporal spatial decomposition and it

estimation of noise sparsity, which can be fulfilled by ) )
plenty of traditional impulse detection methods, such gRresents how to obtain three parts from a video sequences

decision-based median filter [38] and rankordered mea#i€P by step, provides efficient strategies to solve each
(ROM) filter [39] (note that we do not care about whethestage of the model.

each detection itself is accurate or not; only the estimatigREFERENCES
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Three Element Beamforming Algorithm

_ ™ (ABSTRACT
V.Manjula, M.Tech

Deparment of ECE
G.P.R Engg.Collegg
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The beam forming algorithm simulated in this project is motivated by anc [ing a
low-cost radar system that provides wide spatial coverage and very rap [arget
detection as well as tracking. Desigining towards these goals, a reason...le and
mostly generic receiver would employ a three-antenna receiver. Because the
minimum number of sensing elements needed to determine two dimensiona| angles
is three the system cost has been mostly minimized.

v

e-mail: In this project 1 consider the problem of using our low cost system to detect and

manjula.428@gmail.com | estimate the direction of arrival (DOA) of a desired signal in the presencel of a
dominant interference signal.

K.Suresh reddy, | Unlike most direction of arrival (DOA) estimation algorithms, the propogsed
M.Tech,(Ph.D) | algorithm does not use grid search. Instead the estimates result from a glosed-
form solution, a great advantage in time-sensitive applications. Additionally, we
carry out numerical simulations and results will be analyzed to demonstrate¢ that
ECE Dept. our algorithm is capable of achieving more reliable DOA estimates than those
G.P.R Engg College|, | found with the well-known multiple signal classification algorithm. Finally, a
Kurnool complete radar signal processing example will be presented.

MATLAB/GNU OCTAVE simulation tool will be used for simulation. The simulation

_ results, applications, merits and demerits of proposed approach will be analyzed
e-mail: and will be documented.

sureshkatam@gmail.com | ey words

Head of the department

Y, Qhree antenna receiver, direction of arrival

. INTRODUCTION The rest of the paper is organized as follows. In
_ _ _ section 1,first,we give a full description of our algorithm
A conventional technique O,f processing _temporal Sens’(,)‘g,tarting with the system model and continuing with a tabular
array me_asurements for_ S|gnal estimation ,mterfgren_qgt of algorithm steps .Next we proceed with the system
suppression, or source direction and sp_ectrl_Jm estimatiQh, ye| and continuing with a tabular list of algorithm steps
IS bgam_ forming [1-3].It has been_ exploited in AUMETOUS\axt \we proceed with a detailed description on our
applications (9-9-- radar, sona, W!reless (,:ommun'cat'onr%ethodology for interference cancellation ,target detection,
speech processing, medical imaging, radio astronomy). and phase angle estimation. Afterwards, we analytically
The beam forming algorithm presented in this papeidentify the spatial scenarios of a jammer and target in
is motivated by analyzing low —cost radar system thathich the proposed technique will reliably estimate a target's
provides wide spatial coverage and very rapid targgdOA. Next, in section 3 the stastical performance of the
detection as well as tracking. Designing towards thesglgorithm is explained through a collection of
goals, reasonable and mostly generic receiver would emplgjmulations..Finally; section 5 contains the conclusions of
a three antenna receiver. because the minimum numberthfs work.
sensing elements needed to determine two dimensional
angles is three, the system cost has been mos?\?'/ SYSTEMMODEL
minimised..we now consider the problem of using our lowl hree antennas in an arbitrary geometry make up our
cost system to detect and estimate the direction of arrivedceiver structure. The received signal atitheslement

of adesired signalin the presence of dominant interfering time n.is denoted by, (n)and is formed from the
signal.
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coherent condition of the target sigrta(n),the jammer parameters. Unlike [11], we employ phase interferometery
and require one less receiver channel. Adapting a beam

signal u;(n),and the noicav; (). Therefore based solely on information about an processing techniques
X (n) —t, (n)+ u (n)+ v (n) i=123... (1) that attempt to reduce computational complexity.

Assuming point sources and equal gains for the _ _ _
three receivers, the target and interfering signal at eadtf€P1 :Find beam forming weights that
sensor will be phased replicas [10].We also assume sensor minimize the jammer’s power.
will be phased replicas [10].We also assume narrow ba@kepz -Apply threshold detection to the
signals, which means that relative phases of the received
signal s will be constant across the entire band. the target

Tablel: Algorithm overview

Beamformer outputs of each range -

signals are modelled as Doppler bin of interest.
t,(n)=t,(n)e’ Step2a:If a target is detected,record its
tg(n)= tl(n)eia ------- (2) range and Doppler and proceed to step 3.
Where Step2b: If no target is detected, start over
t,(n)= cx(n)ej"’(”) _______ (3) with the next coherent processing
And the interfering signals are interval.
uz(n)= ul(n)ejD Step3 :Estimate relative phase information
u3(n)= ul(n)ej” ....... (4) for each detected target.
Where Step4 : Calculate DOAs from the phase
u,(n)= B(n)e“(”) '''''' (5) information.

_ _ . METHODOLOGY description-steps
The variablesa(n)and g(n)respectively denote

the amplitude and the time varying phase of the target 4t INnterference Cancellation

antenna 1,whiley andy denote the relative phase angles If a weighted sum of the received signals is formed,

at antenna 2 and 3.In a similar manner ,the parametsts$s possible to choose non-zero, equal magnitude weights
B(n)A(n)D, ,andn denote the amplitude ,time varying that completely cancel, or null the jammer signals. The

phase ,and electrical phase angles of the jamming sigrigiPortance of the weights being non-zero is obvious

_ _ _ because we still desire to detect the target.
The noise V, (n)is a white zero —mean complex random _ _
AL shaped is assumed with 3 antennas located at

variable with varianceg2 and is uncorrelated with (0,5) ,(0,0) and (5,0) . A jammer signal is assumed to be
V., (n)for i # m All greek letter variables represent reallocated to predefined coordinates. The jammer signal is a
numbers. cosine wave with random noise added to it. The goal is to
_ _ _ _ . nullify the effect of the three antennas due to the jammer
We now give an overview of our algorithm which gjgna|. We calculate each of the antenna’s net output due

does not fit either of the paradigms introduced above, I.€0 the jammer signal by taking relative delays ( time taken
we do not scan a narrow beam nor do we use a parameifi¢ the signal to reach the antenna) into consideration. The

method to estimate the steering vectors of all present SOUGRase weights of each of the 3 antennas are calculated
signals. Throughout the rest of this paper, we refer to t'l%ing the below formulas

desired signal as the target signal because this approach

has been motivated from the signal processing needs of a
radar system. we have also choosen to use a noise jammer
for the interference source because of the ease at which
one can be simulated, but application need not be limited to
this case. the algorithm steps are enumerated in table I.Like
[11] instead of using beam forming is used to null a jamming
signal. Nulling the jammer enables a reduced —complexity  Antennas(1,2) = X1 + X2 * e®(jwt)
mathematical technique for estimating target signal Antennas(1,3) = X1 + X3 * eA(jwt)
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The phase weights are calculated by varying the Based on the maximum peak index the
value of pi from -180 to 180 in steps of 0.0001.We findcorresponding angles from the look up table are extracted
where the minimum value value occurs and consider the for the Antenna pairs (1,2) and (2,3).Therefore 4 angles
value to be the corresponding phase weight value. Afterre obtained A and B for the first antenna pair, C and D
obtaining the phase weight values, we multiply thdor the second antenna pair. The angle of arrival is then
respective phase weight with the antenna output thfeund by taking the differences of the angles (A,C) , (A,D)
compare the results. , (B,C) and (B,D).

ll. Target Detection and Range estimation Wherever the least difference is obtained, angle
arrival is found by averaging the 2 angles where the

, f
We assume the target coordinates and calculate the Raﬁ%imum difference was obtained

signal for 3 pulses. We then observe the output when the
radar emits the signal, how it is reflected from the receivdror EX:
and how it is received back by the transmitter. The total
antennas output will be the sum of the radar signal due to A B
target and the jammer signal. @)

A threshold value is computed based on the
assumed noise power. The complete antenna output is Olc
compared with this threshold value. If a match is found,
the corresponding index is noted and the round trip time
and the range of the target are both calculated. If no match

is found the entire process is repeated with another set of O
radar pulse signals. D
lll.  Angle of arrival (AOA) Angles due to Antenna pair (1,2) is A,B

The Angle of arrival is calculated building the look up tableAngles due to Antenna pair (2,3) is C,D

for sample delays between antenna outputs to DOA of Taking all the differences, minimum difference is
signal. The angles are measured considering the line joiniRgiained from B and C.

antenna 2 and 3 as initial line where the location of antenna ,

2 is the origin. All angles are measured in anti clock Wisgherefore angle of arrival = (B+C)/2.

direction. For example if the target is on the line joing the 1. SIMULATION RESULTS:

and 2 antennas then it will be reported as 90 degrees.

We first calculate maximum delays corresponding —————
to Antenna pairs(1,2) and (2,3).Taking a loop from min to JIIIIIH,IIIII,I“IMIM, mmlul‘“ll"ll,
max value we calculate all the angles possible to the

antenna pairs (1,2) and (2,3) by using the below formulae MMMWWWMMW

Theta(1,2,1) = (180ft) * sind(dd12/d12) cor s e e
dd12 : Additional distance travelled by the signal MWWWWMM”WW
d12 : Distance between Antennas 1 and 2 e R

Theta(1,2,2) = - Theta(1,2,1
Theta(2,3,1) = (180ft) * cosd(dd23/d23)
dd23: Additional distance travelled by the signal "

Fig.1 : Data generation

received signal power without interference cancellation
T T T T

d23 : Distance between Antennas 1 and 2
Theta(2,3,2) = - Theta(2,3,)]. x10° received signal power after interference cancellation

After building the look up table we now calculate
cross correlation between Antenna 1 and 2 outputs ,
Antenna 2 and 3 outputs. The maximum peak from the
cross correlation outputs is found for the 2 antenna pairs.

Fig.2 : Interference cancellation
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Fig.4 : obtaining angle of arrival of desired signal
V. CONCLUSION

it attractive for use in post-Doppler processing where it is
common for a target signal to straddle only a few range-
Doppler bins. Te DOAs of multiple targets can be estimated
from one CPI as long as those target signals are resolvable
in range or Doppler.

V1.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10

]

While in the presence of a dominant interference sourcéll]
our proposed algorithm yields unbiased target DOA
estimates from a low-cost, three-element receiver. Unlike
most DOA estimation methods, our estimates are found
from closed-form expressions. In contrast to MUSIC, our
algorithm performs well even when the number of target-
containing snapshots available is small. This property makes
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1. INTRODUCTION a zero or even negative setup time. P-FFs are thus less

Flip-flops (FFs) are the basic storage elements useg@nsitive to clock jitter. Despite these advantages, pulse
extensively in all kinds of digital designs. In particular, digitalgeneration circuitry requires delicate pulse width control
designs now a days often adopt intensive pipelining the face of process variation and the configuration of
techniques and employ many FF-rich modules. It is alspulse clock distribution network [4].Depending on the
estimated that the power consumption of the clock systermethod of pulse generation, P-FF designs can be classified
which consists of clock distribution networks and storagas implicit or explicit [6]. In an implicit-type P-FF, the Pulse
elements, is as high as 20%-40% of the total system powgégnerator is a built-in logic of the latch design, and no
[1].Pulse-triggered FF (P-FF) has been considered explicit pulse signals are generated.

popular alternative to the conventional master—slave-based
FF in the applications of high-speed operations. Besides
the speed advantage, its circuit simplicity is also beneficial
to lowering the power consumption of the clock tree system.
A P-FF consists of a pulse generator for generating strobe
signals and a latch for data storage. Since triggering pulses
generated on the transition edges of the clock signal a%&
very narrow in pulse width, the latch acts like an edge- 222
triggered FF. The circuit complexity of a P-FF is simplified

since only one latch, as opposed two used in convention&igure. 1 : Conventional pulse- trlggered FF designs
master—slave configuration, is needed. P-FFs also allow (a) MHLLF (b) SCCER

time borrowing across clock cycle boundaries and feature

128 National Conference Proceedings : Advanced Communication Systems and Applications -




In an explicit-type P-FF, the designs of pulseunnecessary discharging problem at node X. However, it
generator and latch are separate. Implicit pulse generatiencounters a longer Data-to-Q (D-to-Q) delay during “0”
is often considered to be more power efficient than explictb “1"transitions because node x is not pre-discharged.
pulse generation. This is because the former merelyarger transistors N3 and N4 are required to enhance the
controls the discharging path while the latter needs tdischarging capability. Another drawback of this design is
physically generate a pulse train. Implicit-type designghat node X becomes floating when output Q and input
however, face a lengthened discharging path in latch desigbata both equal to “1”. Extra DC power emerges if node
which leads to inferior timing characteristics. The situatiorX is drifted from an intact“1”. Figure. 1(a)) is replaced by
deteriorates further when low-power techniques such asweak pull up transistor P1 in conjunction. The discharge
conditional capture, conditional precharge, conditionapath contains MOS transistors N2 and N1 connected in
discharge, or conditional data mapping are applied. Asseries. In order to eliminate superfluous switching at node
conseqguence, the transistors of pulse generation logic akean extra NMOS transistor N3 is employed. Since N3 is
often enlarged to assure that the generated pulses aantrolled by Q_fdbk, no discharge occurs if input data
sufficiently wide to trigger the data capturing of the latchremains high. The worst case timing of this design occurs
Explicit-type P-FF designs face a similar pulse width controlvhen input data is “1” and node X is discharged through
issue, but the problem is further complicated in the presenéeur transistors in series, i.e., N1 through N4, while
of a large capacitive load, e.g., when one pulse generattombating with the pull up transistorP1. A powerful pull-
is shared among several latches. down circuitry is thus needed to ensure node X can be
properly discharged. This implies wider N1 and N2

In this paper, we will present a novel low-power _ _
implicit-type P-FF design featuring a conditional pu|Se_tran3|stors and a longer delay from the delay inverter 11 to

enhancement scheme. Three additional transistors aféden the discharge pulse width.
employed to support this feature. In spite of a slightincrease. Proposed P-FF Design

in total transistor count, transistors of the pulse generatior‘l1 d desi h in Fi 2 ad
logic benefit from significant size reductions and the overall "€ Proposed design, as shown in gure. <, ac opts' tvyo
easures to overcome the problems associated with existing

layout area is even slightly reduced. This gives rise t§'
y ghty J P-FF designs. The first one is reducing the number of

competitive power and power—delay—product performan- _ _ ) _
ces against other P-FF designs. NMOS trans!stors stac'ked in the dls'charglng pa_th. The
second one is supporting a mechanism to conditionally

Il. IMPLICIT-TYPE P-FF DESIGN WITH enhance the pull down strength when input data is “1.”
PULSECONTROL SCHEME Refer to Figure. 2, the upper part latch design is similar to

. _ . the one employed in SCCER design .As opposed to the
A Conventional Implicit-Type P-FF Designs transistor stacking design in Figure. 1(a) transistor N2 is

Some conventional implicit-type P-FF designs, which aréemoved from the discharging path. Transistor N2, in
used as the reference designs in later performané@njunction with an additional transistor N3, forms a two-
comparisons, are first reviewed. The pulse generator takégput pass transistor logic (PTL)-based AND gate to control
complementary and delay skewed clock signals to generdtee discharge of transistor N1. Since the two inputs to the
a transparent window equal in size to the delay by inverterdAND logic are mostly complementary (except during the
Two practical problems exist in this design. First, duringransition edges of the clock), the output node Z is kept at
the rising edge, PMOS transistors N2 and N3 are turnetro most of the time. When both input signals equal to
on. If data remains high, node X will be discharged ori0” (during the falling edges of the clock), temporary floating
every rising edge of the clock. This leads to a larg@t node Z is basically harmless. At the rising edges of the
switching power. The other problem is that node X controlglock, both transistors N2 and N3 are turned on and
two larger MOS transistors (P2 and N5). The large&ollaborate to pass a weak logic high to node Z, which
capacitive load to node X causes speed and pow#ten turns on transistor N1by a time span defined by the
performance degradation. delay inverter 11. The switching power at node Z can be
Figure. 1(b) shows an improved P-FF clesignreduced due to a diminished voltage swing. Unlike the

named MHLLF, by employing a static latch structureMHLLF design, where the discharge control signal is driven

. - a single transistor, parallel conduction of two NMOS
presented. Node X is no longer precharged periodically k;;énsistors (N2 and N3) speeds up the operations of pulse

the clock signal. A weak pull-up transistorP1 controlled b

the FF output signal Q is used to maintain the node X lev feneration. With this design measure, the number of stacked
at high when Q is zero. This design eliminates th ransistors along the discharging path is reduced and the

sizes of transistors N1-N5 can be reduced also.
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P-FF MHLF | SCCE | PROPOSE

15 g fdbk
41250 F R D
p3l | 14 Numberof 19/93.02 | 17/80.0 | 19/79.2
4 3 1 transitors/L ayout 7
Q_fdbk 13 Areg( m2)
bar
— Doy Setptimepy) | 8.3 81 | 297
NG 10/5 Hold time(ps) 822 59.3 85.1
2 Min data to Q| 177.1 1129 107.2
11, _ 1 :Data= 1& Delay(ps)
.—T-|CLK ><;L_0'22W0'36u ) Boost (X) 17" @0 Clock tree power | 7.82 12.58 8.03
o N V ¢¢-Vin:Others W
_||jN82 |_||f|“§3 T Averagepower %% | B27 |3l
- Z PTL styleAND gate (100%6Activity)
N1 y g i
—L, Averagepower 2761 | 2846 | 265
(50%Adivity) W

Figure.2 : Schematic Diagram of the proposed P-FF Data_In f' :
design with pulse enhancement scheme. : fQout

In this design, the longest discharging path iscLk |n : FF Under Test I~ %‘Load
formed when input data is “1” while the Qbar output is T MaiF : 20fF

. : : . : &  Power Reading :
“1.” To enhance the discharging under this condition, R R R

transistor P3 is added. Transistor P3 is normally turned off Fig 3 : Simulation setup model.
because node X is pulled high most of the time. It steps in In general, the MHLLF design has the worst

when node X is discharged to VTP below the VDD. Thid’PFoq Performance due to the drawback of its latch

provides additional boost to node X (from VDD-VTH to structure. F|gure. 6(2) ShOWS the best gg.]ziérformar?c'e.
of each design under different data switching activities.

VDD). The generated pulsg 's taller, which en.h.ances th1ehe proposed design takes the lead in all types of data
pull-down strength of transistor N1.After the rising edgeswitching activity. The SCCER and the MHLFF designs
of the clock, the delay inverter 11 drives node Z back tQ m0st tie in the second place. Figure. 6(b) shows the
zero through transistor N3 to shut down the dischargingbp,  performance of these designs at different process
path. The voltage level of Node X rises and turns oftorners under the condition of 50% data switching activity.
transistor P3 eventually. With the intervention of P3, thd he performance edge of the proposed design is maintained
width of the generated discharging pulse is stretched o@s Well. Notably, the MHLLF design has the worst BDP

. . C : erformance especially at the SS process corner due to a
This means to create a pulse with sufficient width foﬁlrge D-to-Q delay and the poor driving capability of its

correct data capturing, a bulky delay inverter design, whichjse generation circuit. Table I also summarizes some
constitutes most of the power consumption in puls@mportant performance indexes of these P-FF designs.
generation logic, is no longer needed. It should be notethese include transistor count, layout area, setup time, hold

that this conditional pulse enhancement technique tak&§1€; min D-to-Q delay, optimal PDP, and the clock tree

. : ower.

effects only when the FF output Q is subject to a datg W — o — o

iy | i | | ) | | |
change from O to 1. e R S, 1 ) ]

=y SO J i
ll. SIMULATION RESULTS it = L _ {

—_— _ i, 5 = A I _ A g
To demonstrate the superiority of the proposed design, po e PR, WP -, S
layout simulations on various P-FF designs were conducte i . _— —r—
to obtain their performance figures. These designs includ: —j__ . = ) _ Y

the two P-FF designs shown in Figure. 1 ( MHLLF, '~ = i s e A i
T N, Y, Y. T T, Y \

SCCER), The target technology is the UMC 90-nm CMOS =

process. The operating condition used in simulations is sddgure.4 : Simulation Waveforms of (a) proposed and
MHz/1.0 V. (b) MHLLF designs.
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Feature Comparison Of Various P-Ff Designs the optimal setup time of the proposed design is -53.9 ps,
. .. _its PDP value is lowest in all designs for any setup time
Although the transistor count of the proposed design is ngt.. tar than-60 ps. The D-to-Q delay and the hold time
the lowest one, its gctual layout areais the Smallgr_than %}e calculated subject to the optimal setup time. The D-to-
but the TGFF design. The MHLLF design exhibits theQ delay of the proposed design is second to the SCCER

Ia_lrge_st layout area because of an oversized pl_JIse generamign only and out performs the conventional TGFF design
circuit. Following the measurement methods in [6], curve a margin of 44.7%. The hold time requirement seems

of D-10-Q delay versus setup time and C-to-Q delay versyg o slightly larger due to a negative setup time. This

ho!d time are simulated first. Setup time s def'”‘?q as e mber reduces as the setup time moves toward a positive
point in the curve where D-to-Q delay is the minimumy, 5, e “Taple 11 gives the leakage power consumption
Hold time is measured at the point where the slope of t%mparison of these FF designs in a standby mode (clock
curve equals -1. signal is gated). For a fair comparison, we assume the
The proposed design features the shortest minimugutput Q as “0” when input data is “1” to exclude the

D-to-Q delay. Its hold time is longer than other designgxtra power consumption coming from the discharging of
because the transistor (P3) for the pulse enhancemehe internal node X. For different clock and input data
requires a prolonged availability of data input. The powetombinations,the proposed design enjoys the minimum
drawn from the clock tree is calculated to evaluate thipakage power consumption, which is mainly attributed to
impact of FF loading on the clock jitter. Although thethe reduction in the transistor sizes along the discharging
proposed FF design requires clock signal connected to thath.

drain of transistor N2, the Qravyn current _is not significantpulse Generation Against Process Variation, (P
Due to complementary switching behavior ofN2 and N3,

there exists no signal path from the entry of the clock signal gorn SS SF i FS FF
to either \/jor GND. case
4 14 Data | 180.1 | 92.9/0.6 | 84.7/0.6 | 83.1/0.0 | 50.0/0.
351 412 =0 |045 1 5 63 77
25 T [ Data | 3795 | 167.5/ | 141.3/ | 1454/ | 87.7/1
2] Tos |mamecten =1 |1 08 |084 |087 |.04
14 T04 The SAFF design experiences the worst leakage
0.5 4 4 0.2 H Wy H
| |—| | |_| ower consumption when clock equals “0” because its two
0 + + + 0 p p q

precharge PMOS transistors are always turned on.
Figure. 6 : Power—delay-product performances  Compared to the conventional TGFF design, the average
under (a) different data switching activities and (b) leakage power is reduced by a factor of 3.52. Finally, to
different processor corners at 50% data switching show the robustness of the proposed design against the
activity. (c) proposed flip in accordance with power process variations, Table Il compiles the changes in the
dissipation width and the height of the generated discharge pulses
under different process corners. Although significant
fluctuations in pulse width and height are observed, the
unigue conditional pulse-enhancement scheme works well
in all cases.

MHLFF 3.656 | 0.666 | 2.161 | 0.763 V. CONCLUSION
SCCER 0.369 | 1.208 | 0.779 | 0.823

Leakage Power Comparison In Standby Mdgyv)

FF/desig/(CLK,Dda) | (0,0) | (0,1 | (L0) | (L1

In this paper, we design a novel low-power pulse-triggered
PROPOSED 0.444 1 0481 | 0.582 | 0.624 FF design by employing two new design measures. The
— : first one successfully reduces the number of transistors
Significantly better than other designs. Thegtacked along the discharging path by incorporating a PTL-
simulation results show that the clock tree power of thgzseqd AND logic. The second one supports conditional
proposed design is close to those of the two leading desiggshancement to the height and width of the discharging
(MHLFF and SCCER) and out performs of MHLLF, ise so that the size of the transistors in the pulse generation
SCCER where clock signals connected to gates of thgycyit can be kept minimum. Simulation results indicate
transistors only. The setup time is measured as the poipt the proposed design excels rival designs in performance
where the minimum PDP value occurs. The setup times g§f{jexes such as power, D-to-Q delay, and PDP. Coupled
these designs vary from -67 to +47 ps. Note that althougith these design merits is a longer hold-time requirement
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inherent in pulse-triggered FF designs. However, hold-tim[3]

violations are much easier to fix in circuit design compared
with the failures in speed or power.
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Design of Light, Medium and Heavy Block Ciphers

N (ABSTRACT

Dr A R Reddy Block ciphers are extensively used in wireless communication systems.| Block
Professor and Head | ciphers are designed to achieve certain security level. The security can be measured
in terms of confusion and diffusion. The confusion is achieved using nonlinear
operation such as substitution box and diffusion is achieved using linear
operations such as addition, multiplication, bit or byte manipulations, etc] The
linear and differential cryptanalysis indicates the level of confusion and avalanche
values indicates the diffusion level. This paper provides the design details of
light, medium and heavy block ciphers. The Advanced Encryption Standard|(AES)
is used for bench marking. Results are provided for achieving security level less
than AES, equal to AES and greater than AES.
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1.0 INTRODUCTION In a round function, the nonlinear operation such

as substitution box modifies the plain text and linear

Block ciphers are very important in wiréless communicationy o a1ions mixes these changes across the entire block so
for achieving confidentiality and authentication. BIock 5 1 make it difficult to the attacker to trace the original

ciphers are used for realizing encryption, and hashing. Thi iy text. Linear operations can be classified into two

f(;rmler IS u_sed fo:js;ecure dhata (_:om_munlce}t|on, where %tegories: 1) Linear operations which modify the plain
the att_er IS used for aut entlcat'lon using Message,t sych as key addition, key multiplication, multiplication
guthenpcanon coo_le (MAC). BIOCk_ C'Phers are deployeqﬂsing MDS matrix, etc. 2) Linear operations which does
in all wireless devices for authentication and encryption, , ity the plain text such as transposition of bits and
GSM, C_DNIIA’fW'f" WiMax, Bluetooth use blockﬁ|ph§rs bytes. The former helps to create diffusion and latter
_extenswe y for secure co_mmunlcanon. _T el ,eagpreads the diffusion across the block. Both are required
implementation for secure wireless communication is 9 achieve desired avalanche values

use encryption by block ciphers [1-2] and authentication '

by digital certificates [3]. Avalanche values of cipher text indicate the level

of diffusion. A secure block cipher should exhibit a change

B_|°C|_< ciphers are als_o used exte_nswely IN SECUrGt 5004 of cipher text bits when any one bit of plain text is
communication such as banking transactions, e-commer anged. Since one plain text bit affects more than 50%

military appl_ications, etc. Advar_lced Encryption Standar f cipher block values, it is known as avalanche effect.
(AES) da_llgorlthm_ was stan_dardged agoﬁt 10 ylezil)rls bag y operation on plain text contributes to avalanche values.
[4] and its security is questionable with the availability o The operation can be either linear or nonlinear. However,

‘mpfo"ed computa_tional spee_d and memory. Therefor%, block cipher is designed using linear operations for
design of block cipher to withstand the attacks is %\chieving desired avalanche values.

continuous process. Basically, the strength of block cipher _ _ _

lies with one round function of that cipher. Generally, a ~ Several linear operations are available for the
round function is designed using one nonlinear operatiof€sign of block ciphers. For example, AES algorithm uses
and three linear operations. These operations will help #£Y addition, multiplication with MDS matrix and byte
withstand the various cryptanalysis attacks such as linefgtation. The former two operations create the new cipher
cryptanalysis, differential cryptanalysis, plain text attackV@lues by changing the bit values of a block, whereas the
cipher text attack, side channel attack, etc. third operation spreads out the changes.
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The operation of block cipher, which is realized asThe table indicates the effort index for various algorithms.
per the specification, is known as electronic code bookhe effort index is the normalized value with respect to
(ECB) mode. Another mode known as cipher block chaining\ES.
(CBC) provides additional security beyond ECB due to

o . Table: Comparison of various ciphers
additional operations.

] ) ) ) S.No. | Block cipher Effort index
In this paper, block cipher security level is 1 | DES 5.29X10%
analyzed. Since AES is tle factostandard algorithm, it 2 | 5rounds AES 05
is used for bench marking. 3 | 10-rounds AES 10
4 10-rounds SAES 4.0
2.0 CLASSIFICATION OF BLOCK CIPHERS 5 | AESinCBC 1.25
mode
For the purpose of analysis, block ciphers are classified as 6 | SEASInCBC 5.0
light, medium and heavy. The light block cipher is defined mode

as a cipher, which requires the computational effort less The results indicate that block ciphers can be

than that of AES. A medium cipher requirgs effort equal t(aiesigned to operate as light, medium and heavy ciphers.
that of AES. A heavy block cipher requires effort morery,q iy weight ciphers can be deployed in applications,

than the AES. where the computational speed is important and the amount
The assumption is that key search will be carriedf security required is less. The converse is true with
out using brute force method. Other short-cut methods su¢bspect to heavy-weight ciphers.
as I|near_crypt§1naly3|s,_dlﬁgrent|al cr_yptanaIyS|s, any other In future, the demand for the heavy-weight block
attack will be ignored in this analysis. These are ignored. A - . e
mainly because they are applicable to a specific encrypti&lroher ywll grlse due to availability of computatlgnal faC|I|.t|-
algorithm. Since our objective is to estimate the effort fofS- This will happen as long as Moore’s law is effective.
three types of block ciphers, the above assumptions aResigners should target for effort index of 10 for sustaining

valid. the attacks.

3.0 EFFORT ESTIMATION 5.0 CONCLUSION

In order to estimate the effort, the standard algorithms sudthis paper has classified the block cipher into three types:
as DES and AES are considered. light, medium and heavy. Suitable examples are provided
3.1 LIGHT-WEIGHT BLOCK CIPHER for each type. The results are useful for the design and

The DES uses Feistel structure, permutations, key additi&?ployment of block ciphers in various applications.

and substitution box. Since its key size is 56 bits, the requir¢dcknowledgement

effort is much less thgn the AES. Similarly, AES with Iessl_he author is grateful to Principal and Management of
than 10 rounds requires less effort compared to AES. Madanapalle Institute of Technology & Science for the

3.2 MEDIUM-WEIGHT BLOCK CIPHERS encouragement and providing the facilities to conduct the

AES and other five finalists of AES contest are medium[eseamh'

weight block ciphers [4]. References

3.3 HEAVY-WEIGHT BLOCK CIPHERS 1. NIST, “Data encryption standard (DES),” (1999),
Federal Information Processing Standard, FIPS PUB

Example of heavy-weight block cipher is Secure AES
(SAES) [5-8], which is implemented with 8x8 MDS matrix

and key multiplication in place key addition. These additiona?-  NIST, “Advanced encryption standard (AES),”
steps increase the effort beyond AES. (2001), Federal Information Processing Standard,

FIPS-197.
A R Reddy, A Review of digital Certificatelg TE

46-3.

Similarly, AES in CBC mode is heavy-weight cipher [9].
3

4.0 RESULTS Golden Jubilee Compendiunkvolution and
The computation effort is normalized with that of AES. perspective — Electronics, Telecommunications, IT and
The results are shown in Table. Broadcasting, pp.97-105, September 2003.
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Image Recognition and processing Using Back Propagation Neural
Network

™ (ABSTRACT

Rekha K.F Abstract- The main objective of the present work is to provide a new ¢ |roach
M tech, 4th Sem, | for image recognition using Back Propagation Neural Networks. Initi an
Signal Processing. | Original gray scale intensity image has been taken for transformatiui The
. ) Input image  has been added with Salt and Peeper noise. Adaptive median Filter
SJCIT, Chickaballapuf. has been applied on noisy image such that the noise can be removed and the
output image would be considered as filtered Image. The new data matrix with
rekha9papanna@gmail.com | New different set of values has been taken as original data matrix and sgved in
data bank.

Now for recognition, a new test image has been taken and the same steps
as salt & pepper noise insertion, removal of noise using adaptive median filter as
mentioned earlier have been applied to get a new test matrix. Now the ayerage
error of the second image with respect to original image has been calculated
based on the both generated matrices an effort has been made to use the bacl
. propagation neural network on test data matrix with reference to original |data

Kalaiah J.B matrix thereby producing a new matrix of the second image (test image). The total
Assistant Professar, | average error has been calculated on generated data matrix produced
Dept of ECE, | after the application of Back Propagation neural networks on test data

SJICIT, Chickaballapuf. matrix to check whether proper identification can be made or not.

=

Index Terms

Artificial Neural Network, The Feed forward back propagation neural network ,
\Gray scale intensity Image, Salt and Pepper noise, Adaptive median fi

jbkalaiah@gmail.con

/

=

. INTRODUCTION development tools that are inspired from biological neural

h in aim of i _ | he vi networks. The main advantage of this new powerful tool
The main aim of image processing is to alter the visugd v, \ise its capacity to solve problems that are not very

impact such that the information content improves and aéasy to be solved by traditional computing methods
a result the said image is more suitable than original image. '

This technique helps in getting a better visibility of any The traditional computers use step by step
portion or feature of interest of an image and suppressirf@PProach in solving a problem and each step should be
the information in other portion or feature of that imageWell defined and computable. The computer cannot solve
Image Recognition has been dedicated with finding thE® Problem if any step that the computer needs to follow
identity of an object being observed in the image from & Notknown. So to solve a problem using a computer need
set of known labels. Different Recognition techniques arg!l knowledge of how to solve the problem. But Artificial
available for use but the selection of an appropriate choié¥eural Networks are new techniques that follow a different
of such techniques depends mainly on a given task at haffgy from traditional computing methods to solve problems.
and some other related parameters. Soft Computing is Aktificial Neural Networks may be considered as much
emerging field built up of latest techniques like fuzzy logicNoré powerful because it can solve problems where how
artificial neural networks, evolutionary computation and© S°lve have been not known exactly. Uses of artificial
machine learning. Each soft computing technique can Hi¢ural network have been spread to a wide range of domain
applied to produce solutions to any problem that are td#€ image recognition, fingerprint recognition and so on.
complex or noisy to tackle with conventional methodsArtificial Neure_ll Networks haye the capability to adapt to
Artificial Neural Network has been one of the recen{€@m, generalize and organize data. Some of the known
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structures of artificial neural network are perceptronwas presented. Object recognition consists of locating the
Adaline, Madaline, Kohonen, Back Propagation. positions and possibly orientations and scales of instances
. RELATED WORK of objects in an image. The purpose may also be to assign
a class label to a detected object. Some other types of
The appearance of digital computers [1] and thé&NNs like feed-forward artificial neural network
development of modern theories of learning and neuralpproaches can also be used for object recognition.
processing both occurred at about the same time, during

the late 1940s. The study of artificigl neL_JraI systgms (A,Nﬁ?ur layers in which the neurons are logically arranged.
[2] on computers remains an active field of biomedicaly,q st and last layers are the input and output layers

research. Since that time, the digital computer has be‘?@spectively and there are usually one or more hidden layers

used as a tool to model individual neurons as well as clust Eoetween the other layers. Here information is only allowed

of neurons, which are called neural networks. Traditionq ‘travel” in one direction. This means that the output of
techniques from statistical pattern recognition were populene layer becomes the i.nput of the next layer, and so

until the beginning of the 1990s.1n the new era, 2000, RObq‘rérward. In order for this to occur, each layer is fully

P.W. Duin, and Jianchang Mao [3] gave us a hOI'St'_(E:onnected to next layer and each neuron is connected by
summary and compared some well known methods i weight to a neuron in the next layer

pattern recognition system. The review was mainly meant _ o
for statistical approaches. Atrtificial neural network (ANN) A flow diagram for Image Recognition and

was discussed there as a part. As it is found that statisticaicessing using Back Propagation Neural Network has
methods are more or less suffer from unavailability oP€€n furnished in Fig -1

Feed-forward networks usually consist of three to

general mathematical methods for recognition of features.

A new approach for feature extraction based on the |

calculation of Eigen values from a contour was proposed (Input original image)

and found that using feed forward neural network

satisfactory results were obtained [4]. Artificial neural Input image effected with-
salt pepper noise

networks have increasingly been used as an alternative to
classic pattern classifiers and clustering techniques. In the

Removed of salt and pepper noise]

field of medical image processing, Kenji Suzuki [5] of origional by using AMF
compared pixel based and non pixel based ANNs to show

that the former approach is much better when it comes to Transformation of origional noise
segmentation and feature calculation. The paper also freeimage into origional data matrix

concludes that Massive-Training ANNs (MTANNS) can o T {}d o]
be used to enhance images. In 1993 review article on image estimage etiected with sait an

g i L pepper noise
segmentation, Pal and Pal [6] predicted that neural
networks would become widely applied in image processing. Removal of salt and pepper noise of
Segmentation, based on neural networks is found to show fest 'maqe{b;/ using AMF
rich gapgbllltles [7]- Ano_ther related vv_o_rl§ in the domain of Calculation of average error of test data matrx
medical image processing shows artificial neural network based on origional data matrix
for image segmentation. The approach was conjugated with ‘ AV, _ _
real time applications. A hybrid neural network was [Tra”SfOVma“O” of origional noise free |mage]

into origional data matrix

proposed [8]. When compared with Eigen face method
this hybrid neural network shows that error rate found to
be producing satisfactory results. A more real time
approach in the direction of the advancement of artificial
neural networks has show that, how the detection and
guantification of persons can be done in cluttered beach This paper aims to provide an alternative solution
scenes [9]. It shows neural-based classification systerfar object Recognition using Artificial Neural Network.
An approach to perform neutral facial image recognitiorinitially an original gray scale intensity image has been
using Parallel Hopfield Neural Networks [10], showstaken as a reference and it is saved as original data bank.
encouraging results in recognition rate. A survey based dfor processing the method of transformation has been
Hopfield neural networks was published in the year ofpplied on the original image. Initially an original gray scale
2007[11], where a broad Theoretical review of the conceptitensity image has been taken for transformation.

\Z
Calculation of average error of the new
data matrix based on origional data matrix

Fig -1 Flow Diagram
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The Input image has been added with Salt and Table -2 :Input Matrix with Noise

Peepemoise. Adaptive median Filter has been applied ofi158 [ 159 [ 159 [ 158 | 155 | 153 | 153 | 154 | 255 | 158

. . hth h . b d d I,,:1.55 156 | 156 | 155 152 151 151 152 0 160
noisy image such that the noise can be removed and th€ze 51 1155 1152 52 o = T s o
output image would be considered as filtered Image. Thiet54 | 156 | 156 | 156 | 154 [ 153 | 0 155 | 156 | 164

. . 153 | 255 | O 156 155 | 154 0 157 159 166
estimated Error and average error of the values stored |3 153 1152 255 255 T 155 T 255 T 163 | 166
filtered image matrix as have been calculated with 152 [ 255 | 155 | 156 | 255 | 155 | 157 ] 159 | 166 | 165
. .. . 154 | 255 | 158 | 159 0 255 160 162 0 164
reference to the values stored in original data matrix foriss T1ss 1o 158 | 160 | 255 | 166 | O 167 | 164
the purpose of checking of proper noise removal. Now161 | 161 | 160 | 160 | 161 | 163 | 165 | 165 | 164 | 162
each pixel data has been converted into binary number 8. Processing of Noisy Image

bit) from decimal values. Then a set of four pixels ha%tl

been taken together to form a new binary number with 3 ep 3 :Adaptive median Filter has been applied on noisy

) ) “image such that the noise can be removed and the output
bits. Thereafter the binary number has been converted mimage would be considered as filtered Image.

a decimal number. This process has been continued for

whole image row wise such that a new data matrix witl$[ep 4 :The or|g|r_1al 'mage afte_r remO\_/a_I of noise has
been transformed into data matrix containing pixel values

different set of values has been produced. This data matr%. : . S
has been taken as original data matrix and saved in d v¥ ich have been furnished in Table -3. For simplicity first
. N 9418x 10 matrix elements are shown.
bank for reference. Now for recognition, a new testimage ] _
has been taken and the same steps as salt & pepper noisgP!€ -3 :Input Data Matrix after Noise Removal
insertion, removal of noise using adaptive median filter asi4> | 173 | 164 | 155 | 163 143 172 | 140 152 | 159
. : . 176 | 141 [ 151 152 | 155 151 140 | 168 152 | 160
mentioned earlier have been applied to get a new test matfiXs, | 160 | 164 | 136 | 172 0 162 | 145 154 | 163
use back propagation neural network on test data mattiX73 | 154 | 141 | 167 | 149 175 139 | 161 156 | 165
with reference to original data matrix to produce a new138 | 154 | 153 | 156 | 152 146 160 | 158 159 | 165
matrix of the second image. The average error has begp#f7 | 152 | 165 | 155 | 155 153 146 | 160 162 | 165
lcul naener matrix or r applvihd2> | 136 | 1567 | 151 | 155 166 153 | 175 164 | 164
calculated o gene ated data matrix produced afte AP YIRS 9 T 160 [157 [ 162 [ 163 154 170 | 152 166 | 164
Back propagation Neural Network on test data matrix. 555 7157 (158 [ 157 | 158 162 165 | 166 163 | 166

has been observed that if the average error is less thats0 | 160 | 160 | 159 | 160 163 164 | 164 163 | 163

that of the value obtained earlier then it has been COﬂClUdgﬂep 5 :For easier calculation four pixe|s have been taken
that the images are matching and therefore can hegether. The four pixels have been taken row wise and

recognized. converted into individual binary numbers.
lll. IMPLEMENTA TION Step 6 :The binary values of four pixels together side by
A. Processing of Original Image. side have been combined and formed as 32 bit binary

Step 1 : The initial optimal image has been taken adimber.

furnished in Fig -2 which has been considered as origingtep 7 :Now the 32 bit binary number has been converted
image. For simplicity first 20X10 matrix elements of.

CS into a decimal number.
Original image are shown.
Table-1 : Input Data Matrix Step 8 :The decimal number as generated in step 4 has

158 [ 159 [ 159 [ 158 [ 155 153 153 [ 154 150 | 158 been placed in original data matrix termed as ORMAT[](],
155 [ 156 | 156 | 155 | 152 151 151 | 152 151 | 160
153 | 154 | 155 | 154 | 152 150 151 | 152 153 | 162

154 | 156 | 156 | 156 | 154 153 154 | 155 156 | 164 Table -4 : Original Data Matrix ORMATI]]]

153 | 155 | 156 | 156 | 155 154 155 | 157 159 | 166
151 | 19 | 106 | 154|150 154 156|157 10| s | [ZETOET T e oo e
152 [ 153 [ 155 [ 156 | 155 155 157 [ 159 166 [ 165

2225120392 | 2885722769 | 2594416807 | 2778697081 | 1549426020
1541156 1158 1159 | 158 159 160 | 162 1671164 2912587175 | 2511309729 | 2628102566 | 2728168313 | 1566203236
156 | 158 | 159 | 158 | 160 163 166 | 167 167 | 164 2325387676 | 1559746206 | 26784339%6 | 2711456630 | 1566269029
161 | 161 | 160 169 161 163 165 | 165 164_ 162 2811798939 | 2610533024 | 2728764833 | 2771456630 | 1583111782
Step 2 :The Input image has been added with Salt angbs09421719 | 2611386799 | 2762252702 | 2711653493 | 1549426020

Peeper noise.For simplicity first 10X10 matrix elements of 261079837 | 1661459366 | 2745607070 | 2661126013 | 1499029093
Original image with Noise are shown. 2694881439 | 2695013540 | 2745409178 | 2678497685 | 1482186064

which have been furnished in Table-4.

138 National Conference Proceedings : Advanced Communication Systems and Applications |




Step 9 :The instructions furnished in step 6 to step 8 hav&tep 12 :Procedures as mentioned from step 4 to step 8
been repeated for the total pixel value of the original imageave been executed on test image after noise removal to

after noise removal as stored in Table -3. Therefore 3enerate the decimal number which has been placed in

matrix has been produced which has been stored in dal{ﬁas_lfsgga_rgatnx TESTMAT([. which have been furnished

matrix termed as ORMAT(][] as furnished in Table-4. It iSrssz575577 T 2510600604 | 5102268328 | 2846133877 | 1500857841
to note that first L0X10 matrix elements are shown in Tablé=g10732186 | 2560071833 | 2543821987 | 2762051193 | 1749640558

4 for easier presentation. 2560203417 | 2560071834 | 2543623579 | 2627506047 | 2039212775
2560369468 | 2593623308 | 2543203584 | 2442309546 | 2355928947

2560260468 | 2503757504 | 2576715398 | 2206433146 | 1903127414
A new image has been taken which is considered as| g43426201 | 256319250 | 2559739773 | 2004054125 | 1636001869

Test image. Now it is necessary to check whether the sgig543360407 | 2475658379 | 2374401397 | 1869244777 | 1701341285
Image can be recognized or not. The test image has bgeps0268952 | 2475526792 | 2155508501 | 1802070636 | 1751408137
Furnished in Fig-5. For simplicity first 10X10 matrix | 2644417687 | 2441972102 | 2188931182 | 1784963943 | 16678530056
Elements of Test image (test data matrix) are shown 3.%728500980 252631891 | 2306831729 | 1818583910 | 1918727780
Furnished in Table-5. Test data Matrix. D. Calculation of Average Error of test data

161 | 160 | 160 159 | 158 158 158 | 158 155 | 155 matrix based on original data matrix.
155 | 155 | 155 | 164 | 164 154 154 | 154 153 | 153

152 | 152 | 153 | 153 | 153 153 153 | 153 152 | 153 Step 13 :The estimated Error and average error of the
154 111551 156 | 156 | 156 156 156 | 155 153 | 153 values stored in decimal matrix as furnished in Table- 9
1551156 | 1571157/ | 156 155 154 | 153 148 | 147 have been calculated with reference to the values stored
154 | 154 | 154 | 154 | 152 149 146 | 145 137 | 135 L . .

154 154 [ 153 | 152 [ 148 144 140 | 138 129 | 126 in original data matrix as stored in Tab_le 4. The average
156 | 156 | 155 | 152 | 148 143 139 | 136 126 | 123 error has been found as 29%. The Estimated errors have

156 | 155 [ 153 | 151 | 148 144 139 | 134 130 | 121 been furnished in Table -9.
160 | 158 | 156 | 155 | 153 150 146 | 143 136 | 127 0.102644422 | 0.048650314 | 0.019655898 | 2.32074E-05 | 0.020686335

Step 10 :Instructions as furnished in step 2 have bee(T611861208 | 0019280027 | 0.006577692 | 0.017919417 | 0105190788

. , b
executed on test image to generate test data matrix Wil s o o1577808 | 005210765 031673059

noise as furnished in Table -6. Test data Matrix with Noise

C. Processing of second Image (Test Image)

161 160 1160 255 158 [ 158 158 | 158 255 | 155 0.120063832 | 0.032856823 | 0.03270043 | 0.104783772 | 0504229396
155 155|155 154 154|154 154|255 153 | 255 0.101007584 | 0.013287016 | 0.037976877 | 0.186216002 | 0.215070578
152 152 | 153 153 153 | 153 153 | 1563 255 | 153

154 155 | 1556 156 156 | 156 156 | 155 153 | 153 0.095445200 | 0.032259226 | 0.061941967 | 0.260893904 | 0.033408953
155 156 | 157 157 156|155 O | 153 148|147 0.025316457 | 0.051975600 | 0.140411232 | 0.310662376 | 0.098046156
154 154 (154 154 152|149 146 | 145 137 | 255

154 154 | 255 152 0 149 146 | 145 137 | 255 0.019653278 | 0.098110402 | 0.229020787 | 0.339537127 | 0.142781908
0 156155 153 O 143 1391136 1260 0.012877077 | 0.02468764 | 0.202751477 | 0.329244863 | 0.112622206
156 155 (255 151 148|144 139|134 130|121

160 158 | 255 153 150 | 150 146 | 143 136 | 127 0.012475299 | 0.062595065 | 0.159749393 | 0.321043315 | 0.294525566

Step 11 :Instructions as furnished in step 3 has bee®tep 14 :Since the average error is less than 45%,
executed on test image with noise to generate test datacessary steps regarding the processing of test image
matrix after noise removal as furnished in Table -7. Tedtas been made using the technique of back propagation
data MATRIX After Noise Removal neural network for the purpose of recognition.

160 | 161 | 160 | 158 | 155 154 154156 149 | 159 E. Processing of Image towards recognition
155 | 156 | 156 | 154 | 152 151 152 | 153 151 | 159

152 1 154 1156 | 156 | 154 154 154 1156 151 | 151 |  gtep 15 :The feed forward back propagation neural
152 | 154 | 156 | 156 | 154 153 153 | 154 153 | 149

151 | 153 | 154 | 153 | 150 148 146 | 146 152 | 146 _network has_ b_een used on the_ test data matrix of t_he_: test
151 1152 | 153 | 151 | 147 143 140 | 139 141 | 132 image for training and testing with reference to the original
152 | 158 [ 156 | 152 | 145 147 138 | 136 128 | 122 data matrix of the original image. A new data matrix named
157 | 158 | 156 | 151 | 145 141 137 [ 134 130 | 120 NEWMATT][] has been produced as a result which has
162 | 161 | 158 | 154 | 150 148 145 | 143 137 | 127 been furnished in Table -10. It is to note that the number of
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columns of the data matrix ORMAT[][] or TESTMATI[][] Table-11 has been formed which has been furnished in
or NEWMATT][] has been one fourth of the total numberFig-8.

of columns in the Original Image data or Test Image dataep 21 :Other test images as furnished in figure-9 have
So it takes considerably less time to complete the trainingaean, taken for processing and recognition.

and Testing using BPNN.

Table-10 Data Matrix NEWMATI][] after BPNN

IV. RESULTS

application A number of original and Test images have been taken and
34996695 34996695 | 34996695 | 34996695 | 34996695 processed. The results are furnished as in Table -12.
412714663 | 133024677 | 41271463 | 41271463 | 41271463
Table-12 Result
.Twmw“b W‘Eéé? OO Pt ﬁi%é% rapsE™ o SI.No | Origind Noisy Original | Origina Image after
HEHRes71 [ UAR88a571 | 20463ad# 119 NAs388571 | 2046388571 Image Image noiseremoval
5 6 7 1 2 3 4
EPGB6167179 || FgBL67179 | 197615HIg7 1976167179 | 1976167179 1 Fig2 Figs T Figh
%@ﬁmﬂg}%seﬂ °m“,8'§>i ll°m“58m1 2034758941 2 Fig2 Fig3 Figd
2025488160 | 2025488160 | 2025488160 | 2025488160 | 2025488160 Test Noisy test Trestimage after noise
image image removal
2010595645 | 2010595645 | 2010595645 | 2010595645 | 2010595645 5 6 7
011606687 | 2011606687 | 2011606687 | 2011606687 | 2011606687 Figs Fig6 Fig7
Fig9 Figl0 Figll
1967583086 | 1967583086 | 1967583086 | 1967583086 | 1967583086 Average erar w.rt | Test image after Remarks
: to origind training using
Step 16 :Each value of the data matrix NEWMATI][] | image after noise | BPNN
has been converted into 32 bit binary number. removal
. .. 8 9 10
Step 17 .No_vv t_he 32 bit binary number has been divideq g, Figs Recognition
into four 8 bit binary numbers. possible
Step 18 : Each 8 bit binary value has been converted intp8/% - Recagnition not
. i L possible
decimal and each of them has been considered as pixel :

values for four consecutive pixels row wise.

Step 19 :The instructions furnished in step 16 to step 18
have been repeated for the total values of the data matrix
NEWMATT][]. As a result a new modified data Matrix
named MODMATTI][] has been produced as furnished in
Table -11. Itis to note that first 10X10 pixels are stored in
Table -11 for better presentation.

Table -11 Modified Data Matrix MODMATT][]

164 | 131 | 170 | 161 | 149 152 157 | 165 170
16 | 176 | 129 | 152 | 166 54 156 | 163 164
0 159 | 160 | 161 | 144 166 162 | 167 165
165 | 141 | 158 | 173 | 139 160 160 [ 164 160
154 | 162 | 155 | 160 | 163 160 163 | 166 162
163 | 157 | 160 | 162 | 166 166 162 [ 170 150
161 | 156 | 160 | 161 | 164 163 168 | 159 149
160 | 157 | 161 | 159 | 160 158 160 | 152 170
163 | 162 | 164 | 157 | 153 150 161 | 154 155 | 156
167 | 167 | 166 | 152 | 144 142 149 | 164 153 | 152

F. Calculation of estimated Error and
Average Error.

168
161
159
153
154
156
152
182

Step 20 :The estimated error and average error of the
values as stored in Table -11 with reference to the values
stored in Table -3 The image based on values as stored in

Fig2

Iput Origmal mage

Figs
Wotsy Ongmel mags

Fig<

Orizmzl mage =fer noise

Fig7
Test image after noise

—_—
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3]

[4]

Imazgs zfter rzming using
EFMM

[5]

Figll
Test mags after notss

removal

\. CONCLUSIONS [6]

It has been observed that if the average error is less than
45%, Back propagation neural network can be applied fc[r7]
training and testing for the purpose of recognition.
Therefore the test image is recoghized and matched
successfully with original image. It has also been observed
that, if the average error is greater than 45% then the ima@é
is recognized as a different image. In this paper salt and
pepper noise has been inserted with an idea that all available
images may contain certain noise which has to be remov¢gi
for proper recognition. In this paper it has also been
observed that it takes less time for training and testing
using ANN as number of rows of the matrix used for
training has one fourth number of columns compare to the
original image.
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Call Loss Abatement and Data Stream Enrichment in Hierarchical
Overlay Wireless Networks

™ (ABSTRACT
Y.M.Jagannadh reddy, . . : .
Oversubscription of Voice over internet protocol (VolP) networks is pr pnted

M.Tech student.dept pf | \sing call Admission Control (CAC) .CAC is used in the call set-up ph b and
E.C.E, applies to real-time media traffic as opposed to data traffic. The basic idea |is the
A.LT.S, Tirupathi blocked calls from fast-speed users are redirected to high-tier large Cells, and
the slow speed users are redirected to low-tier cells. When calls are blocked due
to cell capacity limits, blocked calls from fast-speed users are redirected to|high-
tier large cell, blocked calls from slow speed users are redirected to low-tier cells.
Smt.N.Pushpalathal, | This approach avoids frequent and unnecessary handoff between cells and reduces
Asst.proff, dept ofE.C.E, | Signaling overheads. A hierarchical overlay structure is an alternative solytion
, _ that integrates existing and future heterogeneous wireless networks to ensure
AITS, Tirupathi subscribers with better broadband mobile services. Traffic loss performarice in
pushpalatha_nainarl | such integrated heterogeneous networks is necessary for an operator's network
@rediffmail.com | Planning and dimensioning. This paper investigates the computationally efficient
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. INTRODUCTION femtocells and leads to increased signaling overheads and

Now a days with the extensive development and usage 8perating costs. A solution to this problem is to take into
mobile broadband services there is an urgent need for higfcount user mobility speed in call admission control (CAC)
speed and continuous Internet access. This can fr mobility management as in cellular overlay networks
achieved by integration of various hierarchicall® @ WiMAX/femtocell overlay system presented in [2],
heterogeneous wireless networks viz., WiFi, Worldwidgnobile users can connect to the Internet via nearby
Interoperability for microwave Access (WiMAX), Third- femtocells, and the calls rejected by femtocell networks
Generation (3G), and Long-Term Evaluation (LTE)due to lack of radio access can overflow to overlaying
popularly known as 4G. A solution that integrates variou¥VIMAX networks. Such kind of call overflow schemes
wireless networks into a hierarchical overlay system basdtis been used in cellular overlay networks for reducing
on a hierarchical cell structure has been considered [1dall blocking probability to increased signaling overheads
This solution has been used for the deployment of femtocelhd operating costs. A solution to this problem is to take
networks in 3G, WiMAX, and LTE networks [2]-[4]. The into account user mobility speed in call admission and
advantage of this solution is that mobile users in the systernmsproving bandwidth utilization [5], [6]. However, allowing
can switch between various wireless networks for moreall overflow between the overlay networks results in forced
efficient use of network resources overheads. Additionallfsandoff and extra signaling. Additionally, frequent handoff
frequent handoff can be incurred by mobile user’san be incurred by mobile user’s movement in those areas
movement in those areas covered by small cells suchcavered by small cells such as femto cells and leads control
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(CAC) for mobility management as in cellular overlay L £
networks [7]-[8]. When calls are blocked due to cell

capacity limits, blocked calls from fast-speed users are
redirected to high-tier large cells, e.g., macro cells; blocked _
calls from slow speed users are redirected to low-tier cells,ﬁ;neéfmgﬁgi?ﬁ new eallefle
e.g., microcells or femto cells. This approach assigns mobileTer* row |
users to appropriate cells so that frequent call handoff from

|
|
fast-speed users in small cells can be avoided and signaling— \
|
|
|

Tier -2
Network S2
Agrregated

input of Hand
off calls

aggregated— 2
input of new
calls

Local Hand off callltraffic
Overflow new and
hand off galls from
Jierl Gr‘)up N1

Overflow Hand of
calls from tier 1

Overflow new calls
from tier 1 group S

Tier-1

fer - L Network N1

Network S1

overheads reduced. In our current work, considering"®"°**
heterogeneous overlay networks, where the overflow - D (e -
traffic from different networks has different statistical

moments (e.g., mean and variance), which are related to
the service time distributions in these networks. In addition, Fig. 1 : traffic flows in a two-tier heterogeneous

the statistical moments of the overflow traffic offered to a overlay system.
new network are redefined according to the service time HIERARCHICAL HETEROGENEOUS

distribution in this new network. Basically the handoff OVERLAY SYSTEM

schemes can be classified according to the way the nevbnsider a two-tier overlay system with heterogeneous
channel is set up and the method with which the call iwireless networks distinguished from each other in capacity,

handed off from the old base station to the new one. Aignal coverage range, statistical characteristics of service

call-level. there are two classes of handoff schemes, namédpne distribution, user mobility, volume, and traffic behavior.
ere tire 1 has n number of networks these n number of

harFI hanqu and soft handoff. In hard .har.1doff, th? OI%etworks come under one network of tier 2.The high tier
radio link is broken before the new radio link is establishefanyorks are assumed to have greater signal coverage
and a mobile terminal communicates at most with one baggan those at the low tier; each high-tier network overlays
station at a time. The mobile terminal changes theeveral adjacent low-tier networks. The aforementioned

communication channel to the new base station with theP€eed-sensitive CAC scheme is used to manage the

possibility of a short interruption of the call in progress. IPVeTloW traffic between the heterogeneous Overlay
he old radio link is di d bef h networks. Initially, if the new calls of fast-speed users in a
the old radio link Is disconnected before the network,, e network are blocked due to capacity limits, the

completes the transfer, the call is forced to terminate. Whilgigcked new calls are overflowed to a high-tier network
in soft handoff, a mobile terminal may communicate withfor possible service. If the blocked new calls are from
the network using multiple radio links through different bas€low-speed users in a high tier network, they are overflowed

stations at the same time. The handoff process is initiatd@ & low-tier network. Similar control schemes are used to
in the overlapping area between cells some short ti andle the handoff calls between the neighboring networks

at the same tier. If fast-speed users in a low-tier network
before the actual handoff takes place. When the NeW nnot be handed off to a neighboring network, their

channel is successfully assigned to the mobile terminghandoff calls are overflowed to the networks at the high
the old channel is released. Thus, the handoff proceduretisr. The failed handoff calls of slow-speed users in the
not sensitive to link transfer time. The second and thir@ligh-tier networks are overflowed to the networks at the

generation CDMA-based mobile communication system@W tier. With this scheme, a call is finally dropped when
there is no bandwidth available for it in the hierarchical

fall in this category. Soft handoff decreases call dropping . . . -

o ystem; call blocking and dropping probabilities can thus
atthe expense of additional Qverhead (_tV‘_’O busy channgfg improved. Additionally, using the bandwidth reservation
for a single call) and complexity (transmitting through twoscheme [10] to protect handoff calls. A portion of capacity
channels simultaneously). Two key issues in designing saft each tier network is reserved for handoff calls only; the
handoff schemes are the handoff initiation time and theémaining bandwidth is shared by all arriving calls. For
size of the active set of base stations the mobile RMPIicity, the bandwidth required by a classall, which
communicating with simultaneously is denotedd, , is measured by the number of BUs.

Local new calls Local Hand off calls
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. PROPOSED LOSS PERFORMANCE C. On femto deployment architectures and
MODEL macrocell offloading benefits in joint ma-

A. WLAN for VolP: Voice capacity, admission cro-femto deployments:

control, QoS, and MAC Macro and femtocells provides insights on possible

\Voice over internet protocol (VoIP) is one of the fastesfleployment architectures for femtocells along with an
growing Internet applications. It is a viable alternative ta@nalysis framework for quantifying macro offloading
the traditional telephony systems due to its high resourdeenefits in realistic network deployment scenarios by means
utilization and cost efficiency While, Wireless Local Areaof advanced performance analysis techniques. Such
Networks (WLANSs) have become a ubiguitous networkingenefits include potential enhancement in quality of radio
technology that has been deployed around the world. Drivefignals for users served by the macro network in joint
by these two popular technologies, Voice over WLAN (Mopacro-femto deployments. This in turn translates into

WLAN) has been emerging as an infrastructure to glVf)otentially better data rates (throughput) for macrocell users

low-cost wireless voice services. However, VOWLAN - .
N . and may offer the possibility of adding more users to the
poses significant challenges since the performance : .
acro network while preserving the network

characteristics of wireless networks are much worse thal _ X o _ _ _
that of their wire line counterparts, and the IEEE 802 11¢onfiguration—resulting in direct capital expenditure savings.
based WLAN was not originally designed to support delay! he approach taken in this article consists of creating a
sensitive voice traffic. In this paper, providing a survey oframework for quantifying macro offloading benefits in joint
recent advances in VOWLAN voice capacity analysis, calnacro-femto deployments. A baseline configuration where
admission schemes, and medium access control (MA@)I users (indoor and outdoor) are served by a traditional
layer quality of service (QoS) enhancement mechanismgacro network (state-of-the-art macro only network) is
MAC (Medium Access Control) protocol was designedconsidered first. The analysis is followed through joint
for point-to-multipoint broadband wireless accesspacro-femto deployments, where femtocells serve indoor
applications. It addresses the need for very high bit rategsers Through comparison of the baseline configuration
both uplink (to the BS) and downlink (from the BS). - . o ,

and the joint macro-femto analysis, quantifying the benefits
B. WIMAX femtocells: a perspective on network ¢ the joint macro-femto deployment.

architecture, capacity, and coverage . . .
pacty g D. Hierarchical macrocell overlays for Micr-

Femtocells are viewed as a promising thion for mobile  cellular communication systems

operators to improve coverage and provide high-data-rate

services in a cost-effective manner. The idea is to overldy hierarchical overlaid scheme suitable for high-capacity
low-power and low-cost base station devices, Femto-AP#gjicrocellular communications systems is considered as a
on the existing cellular network, where each Femto-ARtrategy to achieve high system performance and broad
provides high-speed wireless connection to subscribegdverage. High-telegraphic areas are covered by
within a small range. In particular, Femto-APs can be usegicrocells while overlaying macro cells cover low-
to serve indoor users, resulting in a powerful solution fofg|etraffic areas and provide overflow groups of channels

ubiquitous indoor and outdoor cqverage, usmg a S_'nglﬁ)rclusters of microcells. New calls and handoff calls enter
access technology such as WiMAX. In this article

considering a WIMAX network deploying both macro BSsat bot.h the rr.1ic.rocell and macrocell levels. Handoff calls
and Femto-APs, where it is assumed that Femto-APs hafe® 9iven p.I‘IOI‘I'[y access to chal.nnels at ?‘?‘Ch level. The
wired backhaul such as cable or DSL and operate on ti{ayout has inherent load-balancing capability, so spatial
same frequency band as macro BSs. Simulation resuf@legraphic variations are accommodated without the need
show that significant areal capacity (throughput per unitor elaborate coordination of base stations (wireless
area) gain can be achieved via intense spatial reuse of thateways). An analytical model for telegraphic performance
wireless spectrum. In addition, Femto-APs improve indoofincluding handoff) is developed. Theoretical performance
coverage, where the macro BS signal may be weakharacteristics that show carried traffic as well as blocking,
Motivated by the gains in capacity and coverage offereflandoff failure, and forced termination probabilities are
by femtocells, review the state of the art of this “infant’yerived. Effects of no uniform teletraffic demand and

technology, including use cases and network deploymeghanne| allocation strategies on system performance are
scenarios, technical challenges that need to be addressgd.;ssed.

and current standardization and industry activity.
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E. On the design of mobility management B. call admission control (CAC) scheme
scheme for 802.16-based network environ- With the speed-sensitive CAC scheme [9], bidirectional
ment call overflows, both upward and downward, are supported

The characteristics of IEEE 802.16 and conclude that it {§ the hierarchical heterogeneous overlay systems. Blocked
better to equip BS (base station) and SS (subscriber statigfd)!S from fast-speed users are overflowed to the higher
with Layer 3 functionality. Therefore, an 802.16 networkl€" Networks with larger coverage; blocked calls from slow-
can act as the backbone network of different subnets f§Pe€d users are overflowed to the lower tier networks with
better deployment. Based on the two IEEE SpecificationSMaller coverage. For conciseness, elaborating our model
802.16-2004 and 802.16e, we propose two kinds cﬁy assuming that only upward overflow traffic from fast-
paradigms of the 802.16 network technology for mob”@peed users exists. The same analysis method can be usec
networking. In the first paradigm, a novel concept callede’ downward overflow traffic from slow-speed users.

middle-domain mobility management in between macro. Data traffic management

and m|cro-d:)mar|]n for 8]‘02.'](;1(61;2%04 'S pr_opdose_d. TdhEEEE 802.21 module uses the make-before-break (MBB)
management scheme ot middie-gomain 1S designe cfgorithm for the seamless handover. In this algorithm

ggczorlngjgg%tj iléffv:/?)r::( rgﬁzoi}r:r?r?:gtr{tpr&tgfg:)svg ar;lmobile node connect with new network before terminating
' ' ' it previous network. By using the MBB algorithm mobile

mathematical analysis and simulation study are present% de will use both interfaces at the same time in order to

for perfprmaqcr:]et e\éil.uat'?n' Inlthe s;aconlfl paradglzr)nR, Sb erform a seamless handover. IEEE 802.21 add-on modules
comparing with traditional overlay networks (€.g. uses only signal strength and the interface type for the

WLAN), we have found that the characteristics for themterface selection. The proposed and implemented

t80(21._%6e/ 8I02.11|overla£[y netkworlfrare actually dlfferefr;_t 1irorf[:llgorithm uses the available bandwidth, coverage radius,
racitional overiay Networks. 10 ensure more etncient, .. mobility and power of the battery along with RSS for

ver;[_lcall hhar(ljdc;fff, ﬁ noveIS\p;lr_'otpcoI calle((llj ?g?d-?i.seAe interface selection. Access of different networks causes
vertical handoff scheme ( ) is proposed. IMUIALONY, ¢ ifferent level of the battery power consumption, due

study has demonstrated that SVH can achieve a bet’& I . ) .
performance than its WLAN-first counterpart in terms o ® difference in energy required for transmitting and

) ) receiving the packets.
less signaling and fewer packet losses _ -
The battery power consumption for the WiFi

ll. MODULE DESCRIPTION interface is more than the power that of WiBro (mobile

A Deign of Heterogeneous wireless networks WIMAX) interface. MN can be in normal mode or power
saving mode. If the MN is in power saving mode there is

Consider heterogeneous overlay networks, where the handover from WiMAX to Wi-Fi because of battery

overflow traffic from different networks has different power consumption for WiFi is more than WiMAX interface
statistical moments (e.g., mean and variance), which aggd to avoid power loss during handover.

related to the service time distributions in these networks.
In addition, the statistical moments of the overflow trafficN PERFORMANCE EVALUATION
offered to a new network are redefined according to the, Handovers

service time distribution in this new network. .
A system or network performance is evaluated based on

some parameters; here considering handover generally
a handover or handoff refers to the process of transferring
an ongoing call or data session from one channel connected
: to the core network to another. Performance is measured
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under the successful handovers a system can make without

i

y e the termination of the call.
S =
T 0y | B. Packet drop
ﬂ Generally a packet contains group of messages or
= i e e information. An efficient network is one which gives the
H 3 minimum packet drop, the less the packet drop the more

will be the network performance. Here making a minimum
Fig 2: overlay of different heterogeneous networks packet drop service.
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C. Time delay

The time gap between the sent message and received.m
message is known as the time taken for messagje'== ;
transmission. Delay in ideal case must be always minimum /
or zero. Network performance is also evaluated through

time delay.
V. Simulation Results

In this section, showing and analyzing the simulation results u 1/
of overall Packet delivery ratio, overall throughput, delay| e ///

comparison, overall communication comparison,
performance under different packet loss rates, call dropping
probability, and also taking different nodes under different

base stations
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VI. Conclusion
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Explaining graphically the overlay networks performance

by calculating the overall throughput of the hierarchical

networks (Wi-Fi-Wimax-LTE) and compared that the use

of a speed-sensitive CAC scheme in hierarchical
heterogeneous overlay networks helps improve the call-
level loss performance.

As an extension to this project, we can still integrate
future coming wireless networks which can further improve
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the quality of service and provides better data streamir{§]

experience for the users with less delay and efficiency
base individually. Proposed here a comprehensive loss
model to obtain the numerical solution of multiservice loss
performance in hierarchical heterogeneous overla
networks. By taking the effects of bandwidth reservation,
user mobility, cell coverage, and varying service time
distributions for cells at the same or different tiers into

consideration. We have also demonstrated that the use of

a speed-sensitive CAC scheme in hierarchicall’
heterogeneous overlay networks helps improve the call-
level loss performance.
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Adaptive coded modulation is a powerful method for achieving a high spgctral
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. INTRODUCTION the selected transmission parameters and vice versa. This
: T _ method is referred as CSI feedback. The steps required
erel_ess com_mumc_a_non mdustry_necessuates th r maintaining reliability of CSl are: Prediction, Adaptation,
technlqugs \.Nh'Ch f_acmtates the efficient al_nd IMProvet, g csl feedback [1]. ABICM proposed in [2] is based on
communication which solves all the possible technic ensored bound aided by fading prediction. This method

challenges to maintain the quality of wireless link .As thefmproves the accuracy of BER when compared to the
signal propagates through the mobile radio channels, 6triginal ABICM method proposed in [3].The original

experiences random fluctuations in both time and frequengyBICM method is based on Bhattacharya bound. The
domain d_uet_o rapidly varying channel conditio_ns. For_mobi_l hattacharya bound is based on minimum distance of
communication systems, where the channel is varying wit bnstellation and a nominal non-adaptive BICM scheme

respect to time it becomes essential to predict t'\gjere employed to determine the constellation size and the

|nforn_1aft|on at_)outhShaPPel sta_lte r_e]_‘errer(]j to ﬁf‘s_ “chan? ansmission power. By using the original ABICM method
state information(CSI)” for maintaining the efficiency o the bit error rate deviates significantly than the actual bit

wireless link. The estimation about CSl is done due to thgrror rate. Therefore. ABICM method based on censored
fact that there IS always time d|fferen_ce between the t'mﬁound is employed for mobile radio orthogonal multicarrier
that the channel is measured and the time the correspond tems for its improved performance [4]. The ABICM
transmission is made. Depending on the predicted chanr%%o gives better spectral efficiency comparing to the
condition the transmitter selects the appropriate mOdUIati%ethods that are proposed in last 20 years. The Adaptive
and tran§mission parameters. 'I_'his pro_cgss_is known #Pellis Coded Modulation (ATCM) gives the better
Adaptation”. When the adaptation decision is made b erformance of spectral efficiency for reliable CSI but as

the transmitter and the receiver needs to be informed ab Hte CSI becomes outdate the performance of ATCM
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decays very sharply [5]. Thus, ATCM does not comprise mterference (ISI) is removed using an appropriate cyclic
better performance for unreliable CSI.ATCM is also morep
sensitive to prediction errors than uncoded adaptive
modulation (UAM) techniques. The UAM technique waspilot symbols, whereE, is the pilot symbol energy.
investigated before the ATCM [6]. Hayes proposed the . _ _
adaptation of transmission power when the channel qualit Tofacilitate the'LRP (91, P"Ot symbqls are msertt_ed
varies but the drawback of this approach is it increasé both frequency and time domains. Past pilot observations

the peak power of interference to other users. To improwithin a rectangular area that includg® +1 pilot tones

system capacity the trellis code was proposed on adapti¥gq p past pilot orthogonal multicarrier system symbols

modulation. But this scheme achieves coding gain in thgre employed to predict the current channel coefficient

fading channel only when the CSl is accurate [7]. Zehayi (n, 1) . In this letter, we assume that channel statistics are

recognized that reliability and code diversity of code . S
) . : nown and construct a linear minimum mean square error
modulation (CM) over a Rayleigh fading channel can be

improved by introducing bit wise interleaving at the encodetMMSE) predictor of order(2p, +1)R[2]. In practice,
output and appropriate soft decision bit metric as an inpgimilar prediction accuracy can be achieved by the auto-
to the Viterbi decoder. This technique is known as bitegressive (AR) model based predictors that track fading
interleaved coded modulation (BICM).The interleaving ischannel variations [10]. The performance of this predictor
introduced to minimize the error probability. BICM is morecan be improved at low and medium SNR by employing
robust to prediction errors than the trellis coded modulationoise reduction [11].

(TCM).The time o!iversity of systems operating over fading However, we do not utilize noise reduction since
channels can be improved by using BICM by providing agye focus on robustness of adaptive coding methods to

independent fading component for each channel bit out @yperfect predictions. The channel coefficient H(n, I) and
the convolution encoder as oppose to each channel symbol

[8]. Thus the adaptation of BICM systems is more effectivét_S Iir.1ear MMSE predictionH(n,l) are j(?injdy ‘?a“SS‘a”
than adaptation of TCM techniques for analyzing thélistributed [12]. The quality of prediction is usually
performance of bit error rate (BER).The ABICM methodmeasured by the prediction MMSE

refix. Without loss of generality, we s¥i(n,1)= E, for

is thus introduced to maintain the performance of bit error » 2

rate (BER). 0" = E%—'(n,l)—H(n,lﬂ g e 2)
The organization of the paper is as follows: Section Suppose the maximum Doppler frequency of the

Il gives the adaptive modulation for orthogonal multicarrierchannel isf and we need to predigt second ahead

system. Section Ill explains the ABICM with imperfect dm? P

CSl. Section IV gives the graphical analysis for comparin§’ the most recently observed orthogonal multicarrier
different method for BER and spectral efficiency. SectiorfyStém symbol. Then the corresponding normalized spatial

V gives the Conclusion and future scope. prediction range isf ,,T, which is usually expressed in the
II. ADAPTIVE MODULATION FOR ORTHO- unit of carrier wavelengti .
GONAL MULTICARRIER SYSTEMS

A System Model At the transmitter, the information bits are encoded using a

The block diagram of the adaptive modulation for orthogonalxed-rate convolution encoder, followed by bit-interleaving.

multicarrier system under investigation is shown in Fig.lDue to frequency diversity in orthogonal multicarrier
Assume a frequency selective wide-sense stationary (WSS)

. . . . systems, this assumption is realistic even for short
Rayleigh fading channel. The received signal forthe | y _ o P _ , _
interleaving depth in time. After interleaving, the adaptive

) bit and power loading algorithm maps the coded bits into
system symbol is _ _
= | | | M-quadrate amplitude modulation (MQAM) symbols for
Yn)=H0 XM Drwin, ) (1) all sub carriers. The constellation sizes and energies of

Where H(n,J) and w(n, |) are the comple_x Gaugsiarqhese symbols are determined using the CSI fed back from
channel response H(n,l)~CN(0,1) the transmitted signal,

and the complex additive white Gaussian noise witﬁhe receiver. Without loss of generality, we consider the

varianceN, respectively. It is assumed the inter-symbolauocat'on for one orthogonal multicarrier symbol X(n, I).

B. Adaptive Bit and Power Loading

sub carrier 1 = 1,2, ...L of thgt orthogonal multicarrier
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Given predicted channel Coefficiert(n,1),l O events at Hamming distance ki, is no. of bits input to
[1,L], suppose the minimum average symbol energihe encoder.
required to transmin coded bits/symbol while maintaining l. ABICM WITH IMPERFECT CSlI

the target BER i€, ,,, (M) . Our objective is to maximize A Original ABICM Method

the Spectra| efficiency under the overall energyThe Original ABICM MethOd, which uses BhattaCharya
Bound for single symbol error probability. The Bhattacharya

constraing, , i.e., bound of this error probability is

L +K KC
max [y m i E,.,(M)<E:. P[XqXH n,I]s—ex —
ﬁgo ﬁsubjecttoz Heny (M T e 2) | (n,1) T K+C pD 14K +CF
....... (3)
If E iy (M) is known, the discrete water filling
. ' o . oy e r e , K=sHMOHP/o?
algorithm based on the greedy principle achieves the optimal

solution of (2) [11]. However, it is difficult to determine C =2

min,m

(K+Do?/(4N,), d.mis the minimum

the functionE,, ., (M) for givenH (n,1). Euclidean distanceH (n, |) is predicted channel coefficient

Transmitter

femmmmmmmmm———m—————————————————————————— . and N, is the noise variance. Both X alg%l are selected
ianifgrmatlon 5T Power - i from constellationX ,, . For, relating this bound to the target
i lﬂte”ea"e_’ALg:;?tlir\]/geaBni‘tjs H bit error rate a non-adaptive BICM scheme called as
i ________________________________________ E nominal scheme, which uses fixed MQAM modulation is
Feedback A 4 employed [14]. The energy required to use the constellation
ﬁ Channel Channel X ., for qth sub carrier to maintain target bit error rate is
Receiver equation 3. This scheme faces the potential problems. 1)
ettt In equation 1, the single symbol error probability is
T nots i considered while the performance is measured by the bit
Prediction FFT : error rate. 2) The Bhattacharya bound in equation 1, is
]
]
]

inaccurate. Therefore the bit error rate of this method

(w)
@
o
=}
o
@
o
w
<
3
=3
=3
7

Bits De- ! deviates significantly from the target bit error rate as in
<«4—— Decoder |¢— Interleave ] .
! equation 1.
]
Fig. 1 : Block Diagram of LRP-enabled Adaptive
orthogonal multicarrier system with ABICM. EH(M)(ml) =

This problem requires a tight analytical estimate 0O 1+K KC
of the average BER for each modulation level as a functiof'd ”E‘r'dnHH K+C exp(—1+ K+ C) <D,g -
of the predicted CSI. For thoroughly studied uncoded
adaptive modulation [12] and ATCM, the function B. ABICM Based on censored bound

E (m) can be derived from the BER analysis ofFor maintaining the bit error rate to the target BER the
Hnd ABICM based on censored bound is introduced by Tao
MQAM and trellis coded modulation (TCM) in AWGN y

channel[13]. However, for ABICM, previously proposed‘]'a' The censored bound is also introduced for non-adaptive

techniques do not provide accurate BER estimates aBSICM. But, it is for reliable channel state information. The
censored bound employed on ABICM method is for

discussed earlier. In the following section we review the = . : .
. : . redicted channel state information. The censored bound
original ABICM method in and propose a novel techniqu o - )
Is the pair-wise error probability (PEP) with the knowledge
based on the censored bound.

of 4 and X,,. The average symbol energy that satisfies
the target bit error rate is,[ eq.(5) in 1.

WhereP, is the target BERW, (d) is the weight of error
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E,, (m) = V.

ar minazL
e

IV. NUMERICAL RESULTS

“Hiree

ivv. (d) o, (d, 1, X H seg

CONCLUSION

Improved ABICM Based on Expurgated Bound for Cellular
Radio Orthogonal Multicarrier System was successfully
implemented using MATLAB. Adaptive modulation
techniques are much less sensitive to prediction error. The

Exactness of Bit Error Ratio is maintained by the ABICM.

A Simulation Setup Futu

re extension of this work is to present operation of the

variable rate Turbo Bit interleaved coded modulation in

We consider an orthogonal multicarrier system that h
120 sub carriers and the sub carrier spacing of 10.94KHz.

e fast desertion environment.

The total bandwidth of this system is about 1.3MHz. We
assume that the carrier frequency is2.5GHz, which is typical
for the Mobile WIMAX deployment. The vehicular speed

is set to86.4km/hour, and the corresponding maximums
Doppler frequency i, = 200Hz.. The pilot spacingis 8 £%
in both frequency and time domains. The fading predictor
has filter orders 3 and 20 in the frequency and time domains2
respectively. The fading channel is generated by the ETSf‘:
Vehicular B model, which has six paths and rms delay;g’%

spread of4us. In the simulations, SNR is defined as

2

ciency (b

[y

0.5

E, /(LxNoxR) . Transmitted pilot energy is assumed to be

Y y y

:[=—ATCM (LRP)
i[——ABICM (LRP)

et NGE etz en e et L@ JA M (LRP)

| =¥—ABICM (outdated CSI)

...................................................

equal to the average symbol energy ik, =E; /L. In

all simulations, the target BER iIBERtg =10". If not

0.3 0.4 0.5 0.7 0.8

0.6
Normalized Spatial Prediction Range (A)

Fig. 2 : Spectral efficiency vs. normalized spatial

specified otherwise, the rate 2/3, 4-state optimal convolutioprediction range for SNR=15dB, ABICM, ATCM, and

encoder (constraint length K=2)is employed for both

uncoded adaptive modulation (UAM).

ABICM and BICM. The set of constellation sizes is REFERENCES

{0,4,16,64}or all adaptive modulation methods, i.e.
ABICM, uncoded adaptive modulation, and ATCM. For[1]
ATCM,1/2rate, 4-state Ungerboeck encoder [15] and set-
partition method in are utilized.

B. Spectral Efficiency Comparison

Fig. 2 illustrates the dependency of the spectral efficiencg?]
on normalized spatial prediction ranfjgt ,defined in the

last paragraph of Section II-A. Observe that the spectral
efficiencies of both uncoded adaptive modulation andB]
ATCM decrease rapidly with increasing prediction range
and ap-proach zero for prediction ranges abog0.0n  [4]
the other hand, the spectral efficiency of ABICM degrades
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schemes, it still relies on fading prediction to maintain it 5
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noiseless fading sample delayed by the prediction range.
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Android Mobile Based Home Automation

™ [ABSTRACT aL
ces

M Jagadeesh Bab The main objective of this project is to control various home appli
Assoc. Professar | using mobile phone.

ECE Department, MITS, Technology The main is never ending process; human beings are lpoking

Madanapallg | for most sophisticated embedded systems. Earlier home appliances like fan| lights,
A.C and heaters etc... are switched ON and OFF mechanical and lot of physical
movement is involved .in this proposed model the android mobile is used to control
various home appliances and it has lot of advantages when compare to manual
controlling .

Android is a software platform and operating system for mobile devices
based on the Linux operating system. It allows developers to write managed code
in a Java. Android application program interface (API) is designed for home
automation purpose. We use BLUETOOTH communication to interface controller
and android. Controller can be interfaced to the Bluetooth module through UART
S Poornimal | protocol. According to the commands received from android, the controller
PG Schola operates the home appliances accordingly.

ECE Department _ This paper presents the design and implem_entation of a low cqst but yet
' | flexible and secure cell phone based home automation system. The design is base
MITS, Madanapalleé | on a standalone microcontroller board and the home appliances are connected
to the input/ output ports of this board via relays. The communication between
the cell phone and the board is wireless. This system is designed to be Igw cost
and scalable allowing variety of devices to be controlled with minimum changes
to its core.

Embedded C programming is used to program ARM7 processor and keil4
is used for compilation of the embedded C code and Proteus VSM co-simplation
software for Hardware verification purpose. Hardware LPC2148 is used to
Qmplement the proposed prototype.

= <

jagadeeshbabum@mits.ad.in

A1

puri.suda@gmail.cofr
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INTRODUCTION TO EMBEDDED SYSTEMS as playing games, word processing, accounting, software
development and so on. In contrast, the software in the

Embedded system overview embedded systems is always fixed listed below:

An embedded system can be defined as a computing device Embedded systems do a very specific task; they
that does a specific focused job. Appliances such as tli@nnot be programmed to do different things. Embedded
air-conditioner, VCD player, DVD player, printer, fax systems have very limited resources, particularly the
machine, mobile phone etc. are examples of embeddegemory. Generally, they do not have secondary storage
systems. Each of these appliances will have a processfsvices such as the CDROM or the floppy disk. Embedded
and special hardware to meet the specific requirement gfstems have to work against some deadlines. A specific
the application along with the embedded software that ipb has to be completed within a specific time. In some
executed by the processor for meeting that specifismbedded systems, called real-time systems, the deadlines
requirement. The embedded software is also called “firrare stringent. Missing a deadline may cause a catastrophe-
ware”. The desktop/laptop computer is a general purposess of life or damage to property. Embedded systems are
computer. You can use it for a variety of applications sucbonstrained for power. As many embedded systems
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operate through a battery, the power consumption has tecognition and low end imaging, providing both large buffer
be very low. size and high processing power. Various 32-bit timers, single

. Some embedded systems have to operate in extreffgdual 10-bit ADC(s), 10-bit DAC, PWM channels and

environmental conditions such as very high temper45 fast GPIO lines with up to nine edge or level sensitive
atures and humidity. external interrupt pins make these microcontrollers suitable

APPLICATION AREAS OF EMBEDDED for industrial control and medical systems.
SYSTEMS ARM7 LPC 2148 Introduction

The ASK 16/32-bit ARM7TDMI-S microcontroller Training
Nearly 99 per cent of the processors manufactured end bBard is specifically designed to help students to master
in embedded systems. The embedded system market IS P y g P

one of the highest growth areas as these systems are u:%%% required skills in the area of embedded systems. The

. . . is designed in such way that all the possible features of
in very market segment- consumer electronics, OffIC?h

L . . . . . . _the microcontroller will be easily used by the students. The
automation, industrial automation, biomedical engineering,. . ) L
. S S it supports in system programming (ISP) which is done
wireless communication, data communication .
o . y through serial port. ASK Board has new and advance
telecommunications, transportation, military and so on.

options which will give user the liberty of implementing
*  CONSUMER APPLICATIONS complex logic used in the design of Embedded Systems.
*  OFFICE AUTOMATION

The development experience on the ASK Board will posed
an opportunity to excel in the field of Embedded Systems.
*  INDURSTAL AUTOMATION ;
*  MEDICAL ELECTRONICS

*  COMPUTER NETWORKING Y 4

*  TELE COMMUNICATIONS
*  WIRELESS TECHONOLOGIES
*  INSEMINATION

Fig.1 : LPC 2148Development board

*
SECURITY BOARD FEATURES
*  FINANCE . Processor: LPC2148
INTRODUCTION TO ARM7 LPC2148 « 2xSerial ports(One for ISP and other for Serial

Communication)
12.00 MHz crystal
On board Reset Circuit with a switch.

General description

The LPC2141/42/44/46/48 microcontrollers are based OI.‘I
a 16-bit/32-bit ARM7TDMI-S CPU with real-time

emulation and embedded trace support, that combirne
microcontroller with embedded high speed flash memory
ranging from 32 kB to 512 kB. A 128-bit wide memory .
interface and unique accelerator architecture enable 32-
bit code execution at the maximum clock rate. For critical
code size applications, the alternative 16-bit Thumb mode
reduces code by more than 30 % with minimal performanct
penalty. Due to their tiny size and low power consumptions

LPC2141/42/44/46/48 are ideal for applicationse
where miniaturization is a key requirement, such as accegs
control and point-of-sale. Serial communications interfaces
ranging from a USB 2.0 Full-speed device, multiple UARTs,
SPI, SSP to 12C-bus and on-chip SRAM of 8 kB up to 40
kB, make these devices very well suited for communicatiom
gateways and protocol converters, soft modems, voice

Dual Power supply (either through USB or using
external power adapter).

Power on LED supply.

Three on-board voltage regulators 1.8V, 3.3V and 5V
with up to 800mA current

Extension headers fat C ports.
Graphic LDC display interfacing port.
USB Ports.

CAN controller interfacing.

MMC/SD card interfacing.

8 Bit LED interfacing.

EEPROM Interfacing.

On board UART.
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Android mobile/Apps SOFTWARE IMPLEMENTATION

Android is a mobil@perating system developed by Google.To compile the above C code you need the KEIL software.
It is used by severamart phones, such as the MotorolaThey must be properly set up and a project with correct
Droid, the Samsung Galaxy, and Google’s own Nexus Ongettings must be created in order to compile the code. To

The Android operating system (OS) is based orgompile the above code, the C file must be added to the

the open Linwkernel. Unlike the iphone OS, Android is project. . _
open source, meaning developers can modify and customize !N Keil, you want to develop or debug the project
the OS for each phone. Therefore, different Android-basetfithout any hardware setup. You must compile the code

phones may have different graphical user interf@igls ~ for generating HEX file. In debugging Mode, you want to
even though they use the same OS. check the port output without LPC2148 Evaluation Board.

Android phones typically come with several built- The Flash Magic software is used to download

in applications and also support third-party programst.he hex file into your microcontroller IC LPC2148 through

Developers can create programs for Android using the frédARTO.

Android SDK (Software Developer Kit). Android programs SOFTWARE REQUIREMENTS

are written indJava and run through Google’s “Davlik” virtual . . . -
machine, which is optimized for mobile devices. Users cafi KEIL4 Micro vision with Embedded ‘c
download Android “apps” from the online Android Market. «  Proteus(Testing Hardware)

Since several manufacturers make Android-baseed  Flash Magic(Synthesis)
phones, it is not always easy to tell if a phone is running thﬂARDWARE INTEGRATION
Android operating system. If you are unsure what operating
system a phone uses, you can often find the Systeﬁﬁ) compile the both hardware and software is verified.
information by selecting “About” in the Settings menu. ThecoONCULSION
name “Android” comes from the term android, which refers

to a robot designed to look and act like a human. This paper presents the design and implementation of a
low cost but yet flexible and secure cell phone based home
HARDWARE IMPLEMENTATION automation system. The design is based on a standalone

Bluetooth is a proprietary open wireless technologynicrocontroller board and the home appliances are
standard for exchanging data over short distances frofPnnected to the input/ output ports of this board via relays.
fixed and mobile devices, creating personal area networfd!® communication between the cell phone and the board
(PANs) with high levels of security. Bluetooth technology!S Wireless. This system is designed to be low cost and
allows electronic devices to communicate wirelessly. scalable allowing variety of devices to be controlled with

GSM is a digital mobile telephony system. GSMmlnlmum changes o its core.

digitizes and compresses data, then sends it down a channe] _ Embedded C programming is used to program
with two other streams of user data, each in its own timf@RM7 processor and keil4 is used for compilation of the
slot. It operates at either the 900 MHz or 1800 MHEMbedded C code and Proteus VSM co-simulation

software for Hardware verification purpose. Hardware

LPC2148 is used to implement the proposed prototype.
The temperature sensor LM35 senses the tempe-

rature and converts it into an electrical signal, which iREFERENCES
applied to the micro controller through ADC. The analog1] A. Alheraish, “Design and Implementation of Home
signal is converted into digital format by the analog-to- Automation System” IEEE Transactions on

digital converter (ADC). The sensed values of the  Consumer Electronics, Vol. 50, No. 4, pp. 1087-1092,
temperature are displayed on the UART. November 2004.

HARDWARE REQUIREMENTS [2] Andreas Rosendahl and Goetz Botterweck, “Mobile

. LPC2148 Development kit Homg Automation- Merging Mpblle Value Ad('JIed”
Services and Home Automation Technologies,

- GSMModule Proceedings of the 2007 International Conference on

frequency band.

« BLUETOOTH with Receiving Section the Management of Mobile Business, Toronto,
o Buzzer Canada, 9-11 July 2007.
o LM35(Temperature measurement) [3] Home System Specification, EHS, 1997.
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Real Time Moving Object Tracking in GPS and Zigbee
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technology are now bringing this type of tracking capability to the general pt
Real-time tracking Systems could be used to monitor the locations of police
cars and ambulances for faster emergency response time. The location of
transportation vehicles, such as buses could be displayed at bus stop ter
for interested patrons. In this project tracking the missing or kidnapping per
animals, mentally retarded persons by using Zigbee and GPS.

ZIGBEE measure the signal strength of the received data. This techr]
can help us to implement a low-cost, low-power location monitoring syste
indoor environments where other positioning systems have typically perfq
poorly. This article is a useful tool to help system designers understand th
basic concepts of cooperative localization. Zigbee acts as both Transmitte
Receiver. GPS receive satellite signals and calculate coordinates. It is a 4
based satellite navigation system that provides location and time informati
all weather conditions, anywhere on or near the Earth where there i
unobstructed line of sight to four or more GPS satellites. The system pr
critical capabilities to military, civil and commercial users around the world. ¢
devices provide latitude and longitude information.

The aim of the project is to tracking Humans/animals which is in
specified range. This is an old technique already employed and in use b
new thing about this project is using an advanced wireless protocol device
ZIGBEE along with GPS. Zigbee acts as both Transmitter and Receive
purpose of Human Tracking for improving accuracy is to provide a better se
to tracking people and observing obstacle will be more useful for Secur
known and unknown environments, Safety for a Humans and Animals
proposed project will be utilizing this technology tracking system for Hur
such that the position of the Human is detected by utilizing Zigbee and
communication. In this project the tracking is done depending on the fee
signal provided by the Zighee communication, which is the core part of this p
A coordinator is taken the data from end device and identifies the person/a
location by using Google Earth.

Index terms- Zigbee, tracking, GPS, topology, Mesh
OBJECTIVE

« Studying GPS and Zigbee.

. Studying National Marine Electronics Association (NMEA) data.
« Studying protocols i.e., Mesh, Peer-to-Peer, Broadcasting

« Studying Software.

o Calculate Accuracy.

/ABSTRACT
In the past, the real-time tracking of vehicles, items, and personnel was only a
Reality for large government agencies in spy novels. Recent developments in
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1. INTRODUCTION ZigBee can be used in several types of applications
as automation and security control, control of end devices
EMBEDDED SYSTEMS as mouse or keyboards, remote control of electronic

Embedded systems are designed to do some specific tadRYices, monitoring patients or elderliness but the main and
rather than be a general-purpose computer for multipf@0st successful is home automation.

tasks. Some also have real time performance constraints

that must be met, for reason such as safety and usability;

others may have low or no performance requirements, ﬁ
allowing the system hardware to be simplified to reduce

costs. Home
An embedded system is not always a separate

block - very often it is physically built-in to the device itis @ zigBeel
Energy

controlling. The software written for embedded systems

is often called firmware, and is stored in read-only memory

or flash convector chips rather than a disk drive. It often

runs with limited computer hardware resources: small or Bulding
no keyboard, screen, and little memory. Retail

Wireless communication has become an important
feature for commercial products and a popular research
topic W|th|n the |ast ten years_ There are now more mobile The CharaCteI’IStICS that make it SO SUItab|e fOF these
phone subscriptions than wired-line subscriptions. Lately2Urposes are:
one area of commercial interest has been low-cost, low-ow-cost - ZigBee devices are cheap as they do not need
power, and short-distance wireless communication useghigh data rate and the microprocessor required for ZigBee
for \personal wireless networks.” Technologydevices is quite simple, due to the small size of the ZigBee
advancements are providing smaller and more cost effectixgTu (Maximum Transmission Unit).
devices f_orir_wtegrating computational proc_:essing,wireles,aesh topology -Provides a higher reliability because
communication, and a host of other functionalities. Thes ultiple transmission paths exist. This allow some nodes

embedded communications devices will be integrated int8f the network to be asleep while others take the control
applications ranging from homeland security to industr

. o ) %f the propagation and avoid a whole network to block if
automation and monitoring. They will also enable CUStor%nes node gets down

tailored engineering solutions, creating a revolutionary Ws\t: _ )
of disseminating and processing information. With new-OW POWer consumption -As multiple nodes can be

technologies and devices come new business activities, afel€€P until they receive some information, they do not

the need for employees in these technological aregtonsume too much power and the batteries can live even

Engineers who have knowledge of embedded systems afr?(ﬁ S years.

wireless communications will be in high demand.Main Characteristics
Unfortunately, there are few adorable environment
available for development and classroom use, so students (ISM) bands: it can operate globally in the 2.4 GHz

often do not learn about these technologies during hands- frequency, but also in 868 MHz (Europe) and 915
on lab exercises. The communication mediums were  \iH4z (USA).

twisted pair, optical fiber, infrared, and generally Wirelessz Its data rate is 250 kbps at 2.4 GHz, 20 kbps at 868
radio. MHz and 40 kbps at 915 MHz.

2. ZIGBEE 3. Itsreach range is from 10 m to 1000 m.

ZigBee is an specification of a joint of high level wireless, ¢ operates over 16 channels in 2.4 GHz and over 11

communication protocols based on the wireless personal  -hannels in 868 and 915

area network (PAN) standard IEEE 802.15.4. Its goal i
S . . o . MHz

the applications that require reliable communications, dué

to mesh topology, with low data transmission rate and lon§g: A ZigBee network can have a maximum of 255 nodes,
live batteries. which mostly of time are asleep

Figure 1: ZigBee main applications.

It operates in the industrial, scientific and medical
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Specifications of series2 ZigBee End Device (ZED) Contains just enough
functionality to talk to the parent node (either the coordinator
Performance or a router); it cannot relay data from other devices. This
*  Indoor/urban Range- up to 133ft. (40m) refla;:ionship rr:tIIOV\E)s thg _nodle to t;)e asleelp_)]c a significant amount
N P i of the time thereby giving long battery life. A ZED requires
Outdoor RF line-of-sight Range- up to 400 ft. (120m)the least amount of memory, and therefore can be less
*  Transmit Power output (software selectable)- 2mWexpensive to manufacture than a ZR or ZC.

(+3dBm) TOPOLOGIES

*  RF Data Rate- 250,000 bps 4B ] three diff ttopolodi
. Igbee allows tnree dirferent topologies
*  Serial Interface Data Rate(software selectable)- ZOOZ- g _ _ p g _

. o and End Device. It can communicate one to each other.
*  Receiver Sensitivity- -95 dBm (1% packet error rate)

Power Requirements End Device E a
*  Supply voltage- 2.8-3.4V . > Coordinator
*  Operating current (Transmit)- 40mA (@3.3 V)

*  Operating current (Receive)- 40mA (@3.3 V) @(_)®
*  power-down Current- <1 uA @s°c

Figure 2(a): Point-to-point

General . . .

. ) Star topology. The Coordinator is in the middle and all the
Operating Frequency Band- ISM 2.4 GHZ rest of devices are connected to it. If the coordinator blocks,

*  Dimensions- 0.960” x1.087” (2.438cm x 2.761cm) NO node is able to continue communicating with another

*  Operating Temperature- -40 gg° C (industrial) node.

*  Antenna Options- Integrated whip, chip, RPSMA, or G G G

U.FL Connector
Networking & Security

*  Supported Network Topologies- Point-to-point, point-
to-multipoint, Peer-to-peer & Mesh °

*  Number of Channels (software selectable)- 16 Direct G
Sequence Channels

*  Addressing Options- PAN ID and Addresses, Cluster
IDs and end points (optional) G

Device types .
Figure 2(b) : Star network

There are three different types of ZigBee devices: Mesh network In a Mesh network, such as Zigbee,

ZigBee coordinator (Z¢: The most capable device, the devices have one of three different duties:
coordinator forms the root of the network tree and might o dinator: It establishes and maintains the network

bridge to other networks. There is exactly one ZigBee by assigning addresses to joining (associated) devices
coordinator in each network since it is the device that started gnd assisting with route building.

the network originally. It is able to store information about
the network, including acting as the Trust Centre &
repository for security keys.

Router: move data between nodes that cannot
communicate directly due to distances.

« End points: The node that collects data and controls

ZigBee Router (ZR) As well as running an application devices on the network and it is typically connected
function, a router can act as an intermediate router, passing to our controllers, sensors and other devices for
on data from other devices. network interfacing.
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e Global Positioning System (GPS)

e GPS receives the GPS data from Satellites which covers
e the entire earth. This will be send to tracking module
through Zighee module.

@ e Zigbee Module
e XBee and XBee-PRO 802.15.4 OEM modules are

embedded solutions providing wireless end-point
connectivity to devices. These modules use the IEEE
e e 802.15.4 networking protocol for fast point-to-multipoint
or peer-to-peer networking. The zighee module at
Figure 2(b) : Mesh Network transmitter side transmits the request to tag and receives
ZigBee Applications the GPS data from_ tag. The Zigbee at the.tag receives
request and transmits the GPS data to tracking module.

ZigBee enables broad-based deployment of wireles
networks with low-cost, low-power solutions. It provideszi GLOBALPOSITIONING SYSTEM

the ability to run for years on inexpensive batteries for &PS Background Information:

host of m_omtormg apphc_atlons: Lighting controls, AMR The Global Positioning system (GPS) is a space —based
(Automatic Meter Reading), smoke and CO detectors L . .

. ) dlobal navigation satellite system (GNSS) that provides
wireless telemetry, HVAC control, heating control, hom

i ) Celiable location and time information in all weather and at
security, Environmental controls and shade controls, etc|| times and anywhere on or near the earth when and
3. HARDWAREIMPLEMENTATION where there is an unobstructed line of sight to four or more

: : . .GPS satellites. It is maintained by anyone with a GPS
The proposed system is real time person location detectlonCeiver

and tracking system using Global Positioning System (GPé .
module, and Zigbee modules. In this system, each person GPS was created and realized by the U.S.

is required to carry a match box-size device, which consisg_eﬁag;memlﬁf De1|‘ense (USDb?Dh) z;n_d vlvg? 3originally run
of Zighee module and GPS receiver. At the tracking sidﬁgIt satellites. It was established in to overcome

there will be Zigbee module and PC, Google earth softwaré.© limitations _O_f previous navigation systems. _
Whenever we want to track a person we will send a In addition to GPS other systems are in use or

request to corresponding tag, the tag sends GPS dataUfifler development. The Russian Global Navigation satellite

the Receiver. Using this information Google earth will detedtGLONASS) was for use by the Russian military only until
and track that person. 2007. There are also the planned Chinese Compass

navigation system and Galileo positioning system of the
In order to relate the project objective the followingeyropean Union (EU).

H/W and S/W's are used. BASIC CONCEPTS OF GPS

a. GPS
_ A GPS receiver calculates its position by precisely timing
b Zigbee Module. the signals sent by GPS satellite high above the Earth. Each
c. PC. satellite continually transmits messages that include
d. Google Earth Software. 1. The time message was transmitted.
Zighee < » pC 2. Precise orbital information.
M odul 3. Generally system health and rough orbits of all GPS
Figure 3(a) : Tracking Module satellite (the almanac).
GPS Zighee The receiver uses the messages it receives to
< | module determines the transmit time of each message and computes
(End the distance to each satellite. These distances along with
device) the satellites locations are used with the possible aid of

trilateration, depending on which algorithm is used, to

Figure 3(b) : Radio Ta " : . I
gy (b) ' g compute the position of receiver. This position is then
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displayed, perhaps with a moving map display or latitude.
elevation information may be included. Many GPS unitz1
show derived information such as direction and speed,
calculate from position changes.

Three satellites might seem enough to solve foe
position since has three dimensions and a position near the
Earth's surface can be assumed. However, even a very
small clock error multiplied by the very large speed of light,
speed of which satellite signals propagate results in a Iarﬂze]
positional error. Therefore receivers use four or mor
satellites to solve for the receivers location time and date.

For as long as man has been on this earth, he has
been searching for accurate navigation and positioning
methods; from the first man travelling on foot and usin
landmarks to determine his position, to a SR-71 Blackbir%"
military aircraft gathering target location data while
travelling at supersonic speeds. The United States
Department of Defense runs a freely available and highly
accurate positioning system called GPS. [4]

5. CONCLUSION

In this paper we have research several papers to know
the recent development in the field of tracking. All theys
methods are using any interfaces like microcontroller or

microprocessor.This paper presents our work for Normal

Human Tracking and mentally retarded Person Tracking

based on Zigbee and GPS. With the help of Zigbee, GPS
and GOOGLE earth software we track the person even if
the person inside the room. By using Mesh topology we

have to extend the range also.
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Performance of bit - interleaved coded multi - antenna OFDMA
systems over space - frequency selective fading channels

™ /ABSTRACT
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. INTRODUCTION a very complex task. Analytical models for the performance

L , of the physical layer (although simplified settings) are
Orthogonal Frequency Division Multiple Access (OFDMA) Ievanr'z t)c/) reducg thé comp%tationgl load of egte)nsive

wireless systems are the next generation is chosen for ffs ) i
flexibility and scalability. This is driving the demand for theSiMulations. To be useful, the framework of analysis for
services of broadband for high throughput makes OFDMANe main system parameters such as multistage scenarios
with multi-antenna (or Multiple Input Multiple Output - With convenient access multi-user and channel models /
MIMO) systems in the most efficient and flexible solutionre€alistic political interference, multi-antenna links with bit-
for high standards of spectral efficiency. Today, severdhterleaved coded modulation (BICM ) and your account
commercial solutions, using OFDMA technologymust be orthogonal frequency division multiplexing
development, such as the IEEE global interoperability fofOFDM) in the space-frequency-fading channels. [4] In
Microwave Access (WiMAX) [1] and the Long Term addition, cellular systems are affected by interference
Evolution (LTE) project of the 3rd Generation Partnershigaused by non-stationary fluctuations of the traffic load in
(3GPP) [2]. This system of high data rates are expectdbe cell, the performance analysis of interference mitigation
to operate in heterogeneous environments. The interferermed adaptive modulation coding techniques. Although
mitigation and channel aware scheduling algorithms angerformance analysis on fairly well established MIMO
essential to make the most of their ability. [3] fading channels [5] - [6], a realistic assessment of analytical
Power control is required for setting the systenrPerformance models must be adapted to allow these

parameters, but the wide range of propagation scenariofegatures to take into account the cellular wide band
possible interference and cell deployments is this analysiactices .
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A, Background on OFDM performance asse- antenna WiMAX systems in fading environments to
ssment estimate the average error rate without these heuristics
adjustments. This paper is the analysis of systems with

The historic route sheet [7] comes from the early 60s withyyltiple antennas at both links, non-stationary intercell

the idea of using frequency division multiplexing withinterference and higher order modulations.
overlapping sub-channels [8], the OFDM system as w

see it today. [9] During the 80 and 90 codes OFDM~" Original contributions

(COFDM) for Digital Video Broadcasting (DVB) was the In this paper, we propose a new method to evaluate the
first massive application studied [10] - [13]. COFDM forperformance of MIMO-OFDMA systems on space-
cellular mobile radio systems with driver-based correctioghannel frequency-selective and non-stationary noise.
was proposed by [14]. Codeword interleaving andPerformance is evaluated in terms of average bit error
frequency over time have proven to be an effective solutiogite at the output of the error correction (FEC) decoder
in selective Rayleigh channels in [15]. A general frameworkefore. We focus on the convolution coding scheme. FEC
for performance evaluation of BICM was given asrequired for the majority of commercial standards with
theoretical analysis of information on the channel capacitglCM OFDM Technology However, the analysis of the
and the cutoff frequency function. The average time teelated compound approach is general and can be block or
failure and services for a wide range of digitalconvolutional code can be extended. To give a brief
communication systems are presented in [4], where multpverview of the proposed methodology, we consider the
antenna and propagation environments combined fadingansmission of a code word on a number of parallel sub-
techniques were considered. In addition, the effects @hannels (ie, the OFDM subcarriers). The performance
fluctuations due to the depreciation of non-stationary noisgf the coded, deriving the pairwise error probability (PEP)
were treated. bound for the code word transmitted by the terminal

COFDM is today at the heart of most commun-<onnection to consider. PEP, say ¢ error for the event
ication standards physical layer such as WiFi , WiMAXxdepends on the statistics of random signal to interference
[1] and LTE [2]. Recently, research has focused strategig$us noise ratio (SINR) variables that are experienced
and achievements on the derivation of analytical tools fatcross sub-channetsLet y k as SINR value associated

the evaluation of different configurations of system timeyith the k the sub channel ang=yk} {the set of all
The error rate of the slot in clear channel selective fadingnr  pue to multipath and interference over time to

nonlinear _frequency is derived from the DVB sy_stems. Ir?'neighboring cells, SINR values are random varialyles
the analytical study has been adapted for the bit error rate tatistical ch teristics of the fadi h | and th
coded for DVB systems. Deposit for frequency selectiv € statistical charactenistics ot tne fading channet and the
channels, the signal-to-noise efficient (SNR) in that thénterference levelTt H along sub channels observed in

SNR of (AWGN) channel frequency corresponding flakhe correlated part. The contribution of this work is the
additive white Gaussian noise, the same elastic power. TRg|cylation of the average probability of error as follows:

idea of ??the effective SNR is simple, but powerful to ( )_ £ [ (( ))]
assess the modulation and coding instantaneous channel pe)=g/plelvt (1)
conditions (and service requirements), or to adjust the Taking into account the statistical properties of H

average error rate for a particular mode of transmission, 1 The mean is the first in terms of the way spatio-
The recent approach in exponential effective SNR mapping

(EESM) which provides a semi-analytical model of thd€mporal correlationH{ E [.]) by deriving the probability
performance of the bonding layer COFDM systeméjens'ty function of_ the effective SINR (pdf) gnd then to
developed , extensions of WiMAX and LTE. The MseTCOmpared to the disturbance produced configuration (E
and ESM method based on mutual information represenkd) according to the guidelines the analysis is for
the current performance of these systems for a responddMOOFDMA 'scenarios with different system
frequency selective channel data and the averag¥rameters such as transmission modes paid (eg,
configuration without interference on fading andmodulation, interleaving, programming multi-cell setting

interference statistics. In some cases, they are practid¥t9€: Scheduling strategies), the multi-processing systems
and easy to implement fairly accurate, but they still neegNtennas (such as beamforming, diversity) and propagation

to simulate the propagation environment of the chain arfgf?vironments. According to the |IEEE 802.16d / e and
some adjustments in the context of numerical simulation®0tocols 3GPP LTE air, we transmission patterns conform

In the statistics of the effective SNR come from multi-t© either coordinated or random interference scenarios.
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The analysis focuses on two relevant fading anthe same radio resources of the interfering users highlighted
interference mitigation strategies: i) outside antenna the nearby cells.

beamforming treatment for mitigation of extracellular Examine the relationship between a subscriber

interference coupled closely together, and ii) widelysation and say SS0 own base station, BSO, data on a single
separated antennas orthogonal space-time block COd'F@gion with indices physical subcarriers associgtedk
(OSTBC distance) to obtain spatial diversity. The analysig = \yjith ki} K k travels KT subcarriers for data

takes into account the correlation of the channel on ”\‘?ansmission. SSO to transfer BSO is altered by the

subcarriers (due to multipath) and antennas (in the casejfferyention of n_i used SSs around cells that share some

closely spaced antennas) and the inter-cell interferen?sr all) of the time-frequency resources SSO (see example

non-stationary (due to multi-user policy and the scheduling, Fig. 1). For simplicity, all the cells are expected to adopt

strategy adopted by cells). the same partition resources in terms of organization of
The paper is organized as follows. The model ofhe logical framework and the scheduling strategy. All cells
multi-cell MIMO OFDMA system is described in Sec. lI- are synchronous frame (asynchronous cell expansion
A. Interference of multi-user access and the correspondirapassis would analytically tedious but conceptually simple)
scenario in Sec. II-B. Signal model and receiveso as to by an interfering cell (referred SSO0 interfering cell
configurations are detailed in Sec. 1I-C, while the statisticdbr i-th) of each may be active OFDM subcarrier. The
properties of the channel and the interference Sec.ll-Dwumber of users affected by the transmission on each
Specific scenarios are used for performance analysisubcarrier SSO is a random variable, the load from 0 to full
presented in Sec. Il of the analytical framework is deriveq j for n=1
in Sec. IV-V. A numerical validation for WiMAX IEEE _ )
802.16d / e and 3GPP LTE systems is presented in Sé¢. Multi-user access scenarios

VI Several rules for multi-user access can be adopted for
. SYSTEM DEFINITION different user data are assigned to time-frequency

resources. Planning specifies the mapping between the
A. OFDMA cellular layout regions of control logic data and physical resources to cope

We consider a scenario OFDMA cellular communicationvith fading over time and interference. Conventional
as shown in 1 for uplink (justification for the downlink would t€chniques adopted scheduling in OFDMA systems (eg,
be similar, see chap. VI). Is provided in each cell of théEEE 802.16 WIMAX and 3GPP LTE s based on two
base station (BS) witl> 1 N_R antennas and each coordinated policies or random multi-user access.
subscriber stations (SSS) have n_T antenna array elements For each sub - carrier mapping of logical data area
> 1. The transmission is organized in accordance with the adjacent parts of the spectrum available to coordinate
logical frame structure of FIG. 1 observed Zadjacent access. The mapping rule is the same for each cell, wherein
subcarriers on successive OFDM symbols. In each cell the user data in the cell fully integrated into the data area
the multiple access the logical framework (data area) dfy another user in a neighboring cell when the two base
each subcarrier K Ztreated in time-frequency units. The stations ovelaps program preset to subscriber on the same
BS may assign one or more data fields on each SS.Multlata area. H. can vary depending on the degree of
user scheduling strategy, the rule of mapping the logicalooperation between BSS and the traffic load of each
framework for natural resources to form the physical timeinterfering field experiences with constant power over the
frequency frame. As some of subcarrier can be empty, themtire surface of the NI data. Figure -2 a shows the concept
traffic load n<1 is introduced to indicate the number of CELLO perspective from both BS1 and BS3 on the same
data area is provided CELLO independent access, is the
use of two cells of the total area of fixed data.

subcarriers of total assets.

= T
e === Unlike coordinated approach employs interference
! f === randomization, a cell specific policy permutation bandwidth
o l =1 of the subcarrier before OFDMA subcarrier mapping logic
i"’"'“‘u: === physical resources in order randomization of interference
o s in the single data field. The scheduler allocates subcarriers

of the logical part of physical subcarriers according to a

Fig. 1. Example of interference scenario in a multi- . . :
. N seudo-random permutation of the transmitter and receiver
cell system (uplink) where transmission is based on a franfe nerally known

structure composed by data regions. The user SSO sharss
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Figure. 2-b shows the _effect of the perm_utaFion_of E[|| X, ”]2 -1
the cell arrangement shown in figure. 1 product, highlighting
the randomness of disorder on the subcarriers of the data .’
area of logic 1 for the Oth cell can be noted that all SS
interfere SSO changes subcarriers to subcarriers and
number of varied randomly from 0 to traffic logdk 10R
jammers. These non-stationary artificially created to induce
diversity against interference. Similar to the coordinated — ==
access the randomized approach adopted as encryption of ~ Fig. 2. Example of multi-user access policies
data in the frequency domain, so that the interferenc@PPlied to the cellular layout of Figure. 1. For the

patterns are assumed to be constant over the symbolé:%ordination approach (a) each data region is mapped onto
frame a set of contiguous subcarriers, so that the out-of-cell

interference can be assumed stationary along the data
In this work, we consider both the coordinationregions. In case of randomization (b) the subcarriers of
and policy random scheduling in the uplink case. Note thaach data region are spread all over the bandwidth
the previous policy of each BS scheduler can dynamicallgccording to a different pseudo-random permutation rule
optimize the allocation of a certain data range to minimiz# each cell leading to non-stationary interference.

cross-interference. However, since the optimization of the The subcarrier index]K ranges over the k

scheduler is not the subject of this document are thg,,.ated subcarriers. Tha.X1 vector models the
. ' R
assignments of data areas are assumed here randomly 8agdy ;- nd noise and the co-cell interference on‘the |

independently from one cell to a non-optimized scheduleg ,p-arrier as Gaussian with spatial correlation

C. Signal model Q% =Yi=2 PQu;+0mlwe (3)

Background noise has powgf, . The interfering

! .H-‘ e e 1L

The diagram of FIG. Figure 3 shows the configuration of
the transmitter and receiver to connect SS0-BS0. A
sequence {bk} bits by a convolutional code (CC) to ratsignal from the't cell is characterized by a transmitting
Rcc = KCC / Ncc coded. The codeword is then interleaveowerand a spatial covariana®, , that remains the same
and mapped to complex-valued symbols {xk}, which, in aover a number of frames since it is related to the spatial
set S = {s_1 modulation ............. S_m} are definedposition of the interfering users. The covariance matrix is

dimension M =2m. Modulated signals xk ? S are assighatbrmalized with[Q, k’i]nR,nR =1for nR ={1, . . ., N }.

to the logical data area is assigned to the user SSO angk ys label with index 1. . . N the interfering cells, the
then mapped to the physical resources of the chassis under

the random or coordinated scheduling strategy. Each OFDf€t i« U1.. .., N; denotes the group of cells that are

symbol of the frame is affected by the transferred using gsing the samé"subcarrier as SS0. The cardinality
frequency selective fading channel with Gaussian multi-

antenna system, and the inter-cell interference. Channel _

. . . V=l 40....
fading and interference can be assumed to be constant in
a frame, but varies from frame to frame (block fadin
channels).

........... N,} gives the number

%f active interferers while the set, depends on the

Without loss of generality, we can now focus onindexkas the configuration of the interferers varies along

one OFDM symbol frameN_R X1. The baseband signal ihe subcarriers according to the adopted interference
obtained on sub-carrier i-th, as a model management policy. After physical-logical demapping, the
received signalyk are processed by the multi-antenna

Y« :\/p_onXk ------- (2)  combiner (see Fig. 3) according to the channel state
Where the transmitting power is indicated with POjnformation (CSI) that includes both channel and
the Npx N, MIMO matrix Hk gathers the complex interference conditions. The combiner provides the

: estimatesx, of the transmitted symbols paired with the
channel gains and tha&l X1vector x, collects the

transmitted symbols mapped over the antennas witgorresponding SINR valueg =y, (H,, % )Max-Log-
normalized energy
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Map demodulation is carried out to provide the log-likelihood R.. =a (9 (R))a H (9 (R))
ratios (LLR) to the Viterbi decoder. For LLR computation RXxr — PRy FROUY

the instantaneous channklk are assumed to be perfectly R Br Y
ey P;hf;:é'w;;zsm 5. ﬁ

known while the interference leveld, (that may rapidly v
vary with kdue to subcarrier permutation) are known either —
perfectly or in average only.

D. Channel and interference model YT_

Soft bit detection and decoding
Multi- 1% LLR

H—> M ax-Log-M ap 1 Jeclls

[ntenna (1 ] Demodulator M1 dec| >4

TCS\

Physcal-
Logical

< p emapper|
CP DFT
rem !

Fig. 3 : Transmitter and receiver block diagram.

In frequency-selective multipath environment, the e w
NR x NT channel respongdk on theith subcarrier can Noise
be modeled as the sum of Mdth contributions:

Userl
User2

H, =G, Sy \/Fr A, expB— 2n£H _______ (4) _ Asimilar model is employed also for the covariance
O N[ matrix of the interfering signal from the rth cell:
Where each path is characterized by mean power Qk,i= 5V pi raR(G (R) )aRH (e (R)) _______ (6)

P, the NR x NT fading amplitudes. The complex termp G

denotes the frequency response of the cascade connection

of the transmitter and receiver filters on the ith subcarrie;,

The fading amplitudes (are assumed to be Rayleigr?

distributed and uncorrelated from path to path, accordingiodeled with Wpath contributions. The power profile is

to the wide sense stationary uncorrelated scattering modabrmalized to one,. The overall interference covarighce
is obtained according to (3):

Q=31 RS Ypi,yaR (6 JaRH(E®)......(7)
By combining the covariances (6) with the powers

i for those interferers that are active on theubcarrier
ccording to the scheduling policy.

Which depends on the DOAs(er(R)) and the

ding power profile i (er”)) of the (t interferer, here

Rey=Rrxy ORrxy e (5)

accounts for the spatial correlation of the fading
channel, denoting the Kronecker product and WRth,
andR_,, being the spatial covariances among the
transmitting and receiving antennas respectively. wd
consider two different models corresponding to differen2) Diversity model : For rich scattering environments
assumptions about correlation (5) and geometry of the the received fading signals are uncorrelated among
antenna arrays: a beamforming model is adopted for  the antennas, so that Rs:rl neatT Qr =Pilyg and
antenna arrays with closely spaced apart elements and a
diversity model for array elements that are sufficiently far ~ thus Q, =of I, The total interference power

apart. measured on the"ksubcarrier is

1) Beamforming (geometrical) model :For the ) )
beamforming case th& path can be described by a Oy =>m PR +0,m (8)
direction of departureeg) (DOD), a direction of based on the assumption that all the interferers

_ . _ have the same transmitting power (but they can be active
arrival 8 (DOA) and a complex fading ter®,  or not according to the scheduling policy).

with Effa, [ =1. Letthe NTx 1 vectora (p,) Il SCENARIOS FOR PERFORMANCE

denote the response of the SS antenna array to the ASSESSMENT

DOD 9§T), the NRx 1 vector aR(Gy(R))is the N this _section, we de_fine two sp_ecific _performance
evaluation scenarios. If interference is spatially correlated
response of the BS antenna array to the m}ﬁc{ (8 1I-D1), the covariance matrix (7) and structured so that
the multi-antenna combination can use this knowledge to
reduce the inter-cell interference of a training strategy
Ar=a,ag (GV(R)) ar (GV(T)) with correlation matrices appropriate beam. By filtering with policy formation beams
scheduling coordinate system in pairs as in the present inter-
Ry =ar (ey(T)) aTH (ey(T)) and  cell interference, the spatial structure of the interference

the beamforming model yields
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remains the same over the entire range of data with maippairments configuration (i.e., the highly varying
practical advantages (example, the interference covariancevariance cannot be reliably estimated). To exploit the
must be estimated with high accuracy). Correlate the othdiversity provided by the MIMO channel we adopt an
hand, the disorder, such as the variety of model (SectidbSTBC with antennas sufficiently spaced apart. The
1I-D2) coupled to the politics of the time / space / useeceiver is based on coherent maximum likelihood (ML)
maximum interference diversity random scheduling. Eve®@STBC detector as described , where the Viterbi decoder
if the noise power subcarrier changed to the subcarrier
according to (8), wherein the receiver may be realistic, the'
average noise power in the data area &) 2 = 1/KZ the whole data regioncénventional decodgr In this

5 _ (k?K) 20_k ~ 2 is the interference level used in ¢3¢, the SINR to be used for decoding is

tV(H KQ Hy )

ploits the knowledge of the average noise pcﬁ\mer

soft decoding. Based on these considerations, we define y _ P 0
the following two typical scenarios X N; ot (10)
Coordinated interference scenario iIn the coordinated As lower-bound performance reference, we also

strategy, the data regions in all cells are mapped oveonsider the optimal decoding based on the knowledge of

adjacent, or piecewise-adjacent, subcarriers which makge instantaneous interference powg? on each

the interference pattern to be constant over the whole dasFﬁbcarrier for this genie decodbe instantaneous SINR

region and thu®), =Q, for k JK . The stationary of the zt the decision variable is

interference configuration allows for an accurate estimate H~-1

of the impairment covariand@ which can be efficiently vk _Po ty HKQZ He) (11)
exploited forinterference mitigation The MIMO- Ny ok

OFDMA system provides two dimensions that can be The channel and the interference are modeled as

employed for interference reduction: the frequency domaidlescribed in Sec. 1I-D2. For analytical purposes, it is
of the OFDM signaling and the spatial domain offered bgonvenient to rewrite the SINR as a function of the

the array processing. To enhance the interference rejectichT|\|R x1normalized space-frequency channel vector
capability, we adopt a uniform linear antenna array (ULA)

with closely spaced apart antennas and a beamforming h = &_VeC(Q—H/zH )
processing over each subcarrier. The SINR variate K N X .

Y. =Y(H,. 1 )depends only on the channel variations over Where the interference covariance is
Q, =Qdefined as in (7) for the coordinated scenario,

k, whereas the interference pattefrdoes not vary along Q. =0%l  for the randomized one with conventional

the data region. Assuming the perfect knowledge Ofigcoder and for the genie decoder. The SINR reduces to:

{H,.Q}, the minimum variance distortionless receiver

(MVDR) is used to combine the signals received at Yi =l P

different antennas, yielding at the output of the combiner Properties of this equivalent space-frequency

the following SINR. channerh for performance analysis depend on the spatial-
Ve :Ig_ity{HEQ_lHK} ....... @ temporal dispersion of the multi-path propagation for the

MIMO channelH, , the spatial configuration of the inter-
to be exploited when establishing the branch metrigell interference from the covarian@g and the fluctuati-
of the Viterbi decoder. The chanebnd the interference g of the interference power induced by the multiple access
covarianceQ of this scenario are modeled according to
the beamforming model described in Sec. II-D1. policy (i.e., the variations ofy, ), according to the models

Randomized interference scenario This scenario is in the previous sections.

modeled to exploit thmaximum diversitprovided by the N ANALYTICAL PEREORMANCE ASSESS-
fluctuations of both channel and impairments. Diversity is

artificially introduced through the randomized multi-user MENT
access approach which provides interference fluctuationg this section we derive the performance of the

over the codeword. In this case, any interference mitigatioggMOOFDMA system in terms of the average bit error
techniques is unfeasible due to the unpredictability of the
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probability E’ _ py(Bk + bk)at the output of the CC. For subcarriers associated with the error event c.

the sake of clarity, here we focus on BPSK modulation The average of the conditioned PER[P(c|y)]
with transmitted symbols % 1}. Sec. V will extend the

average bit error probability is evaluated through the union

bound as [4]. first with respect to the chanrieffor a given pattern, and
then over the possible interference configurations. In
— 1 . . . .
Po —k_Zdedfreechjs(d)B(C)P(C) particular, the first averageE(, [.]) is evaluated in Sec.
ce IV-A, taking into account that the SINR variatgsare
= kizdedfreezcus(d)ﬁ(c)Ey[P(c vl (14) generally correlated due to the frequency selectivity of
cc

multipath channel. Generally speaking, the more error bits
are spread in the frequency domain, the lower is the
code, g(d) is the set of all error eventdiaving Hamming  correlation among SINR variates and the higher is the
distance drom the all-zero code wordB(c) is the input  diversity offered by the channel. The second average over

weight and>(c) is the PEP for the error event c. Thethe interference patterng(, [.]) is discussed in Sec.IV-
error probability P(c) is obtained by averaging the C.

Whered;,. is the free Hamming distance of the

conditioned PEP(c||y) with respect to using the approach A Average over the fading

(1). Notice that the drroneous bits in the error patiare The average of the conditioned PEP with respect to the

mapped ontal different subcarriers E {f1, . . ., fd}of  fadingis

the data region by the sequence of interleaving, physical- P(ch) =Ex[P(c|H T)]

logical subcarrier mapping and scheduling. For every value
of d, we need to consider all possible patterns with d =QV2enP((wildyer) e (18)

erroneous bits in the s&t) , as different arrangements of Where we used the compact notatign = v

d subcarriers may lead to very different channel correlation
values and consequently different error probability valuegH, T ) for the effective SINR (16) and®(\est|1) for its

For a given frame, the conditioned PB||y) depends  probability density function (pdf). This pdf can be obtained
on the SINR variantyy = {y 1, . .., yd } that are from (16) by using the Rayleigh fading assumption and the
experienced along the subcarriers d, i.e. with instantaneog@relation properties 6f as described below.

correlated fading gains #{H1, . .. Hk} and interference Based on the Rayleigh multi-path fading model, the space
time channel is characterized by a spatial-temporal

configurations ={ 1 1,..., 1 }. This probability can dispersion which directly reflects on the correlation of the
be expressed as [4] space frequency channel response. According to the
definition (17), the space-frequency channel (evaluated in
PM=P(cH)=Q¢2ei(h)) .. (15)  the positions related to the error event) can be expressed
_ . _ as"h~CN(0,Rd) where the covariance matrix is
Where theeffective SINRy, (H, 1) is defined
Rd =Hh' ,h,"
as g (H, 1)=Y .V« To ease the analysis, it is A ]
convenient to write the effective SINR as Here Bh',,h',"]is the NTNR x NTNR spatial
Vi (H, 1)= 3 or Il 7 (16) cross-correlation for the MIMO channel between the hth

and kth subcarriers, weighted by the interference
contributions{Qk,Qh} according to (12). Notice that the

h= [thl,___ ...... thd]T ...... (17) cross-correlation of the equivalent channel is evaluated in
I19) only among the subcarriers selected by the specific

as a function of th&ITNR x 1 channel vector

This gathers the channel responses (13) for a{
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error event c. Employing (26), we can further approximate (18)
According to the channel model in Sec. 1I-D, the@dopting the Chernoff bound of the Q-function Q(x)
correlation matrix of the multipath channel responseis: 4

X2
=i Ty SEGXDET% and integrating over the effective SINR.
= ZﬂlpyRskaGh exp% jorkh —E (20)

N Tpg Hence, after straightforward algebraic manipulations, the

Where the spatial correlation matRy, , is given by: average PEP can be written as

- - —sdNTNRAI+L
Ry = E[vecl_QkH’ZAylvecl_QkH/ZAyJ"T] ..... (21) P(c] ) =x{l; x (27)
For the evaluation of the pdf df in (16), we B. Codeword bound

introdgce the eiger'l value decomposition (EVD) of theI'o evaluate the bit error probability (14) we have to account
covariance matrix (19),Rd=UD0U" , Where (4 5 the possible codeword's of the sétl) for a given

O=di ag{*],....,A dNTNR}gathefS the eigen values ddd  d. The cardinality ok(d) varies with respect to the specific

the corresponding eigenvectors. Using the EVD, we caBC and it usually grows for increasing Hamming distance.
Notice also that interleaver and scheduler scramble the
bits of each codeword in different ways giving rise to a
b=CN(0,0)) representing the projection of the channelarge number of patterns of subcarriers carrying the
onto the orthonormal badis It follows that the effective unmatched bits. Due to the selectivity of the channel, each
SINR, configuration experiences a different degree of diversity.
For example, let us consider the CC with generator
« =llbl? (22) polynomials [171133]: at the free distance dfree = 10 the

is the sum oNTNR independent exponentially sete(dfree) is composed by 11 possible error paths. Hence

d.NTNR the computation of (14) requires the evaluation of at least

these 11 configurations.
The moment generating function (MGF) of such a sum is

equivalently write the channel vector &3 = Ub, with

distributed random variables with mean valuggy",

[4]: To avoid the exhaustive computation of all the error
1 events for a given sefd), in the high SINR region we
M e () =M™ v (23)  simplify the bound (14) by upper bounding each PEP with
is

the PEP of the code word Cdvassociated to the
Where p=dNTNR,A=min{\,} and the configuration of dbits that achieves the minimum degree
of diversity (or equivalently, the maximum correlation of
the SINR values ovel) at the output of the scrambling
W, =1, according to process, thus leading to p(e) P(Cw,d). In this way the
system performance (14) is further bounded As

coefficients W, are obtained recursively, starting from

W, ‘—[Zﬁ’_TTNR ) Wi L 24 — 1
(24) prK_ZdedfreeBdP(C\N’d) ...... (28)

In case all the dNRT elgenvalues are different «
(the eigenvalues are not assuming identical values, i.e. With By =Y e B(C) Hence, the worst error
A; #A; with i # jthe pdf can be simplified according to eventCw,d is the one that yields the highest PEP. For the
[21] as maximization we use the expression (29) for the conditioned

Al PEP, upper-bounded witin?(6) < 1 (see also [37]), i.e.:
P((Weir)) =z —— Y exp(-wert/N) . (25)

PERsSMM (29)
Where the coefficient®\; are
C. Average over interference scenarios
[I-IdNTNR 1 ]T
1-A

..... (26) Inthis section we derive the average of the error probability

is

over the possible interference scenaripsaccording to
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the two interference management strategies describedim based on the instantaneous interference power

Sec. lI-B. In case of interference coordinated policy, th&nowledge (11). In this case the computation of the

interference pattern is constant over the whole data regi@onditioned PEP has to be performed over each of the
_ possible configuration of. This number is unfeasible for

so that =1 andQk =Q, thereby, the average ovaris  gny practical performance assessment. For this reason, in

no needed. On the other hand, in the randomized approa®g¢. VI the expectation (30) will be evaluated semi-

the permutation of the subcarriers makes the interferen@@alytically by Monte-Carlo averaging over a number of
random realizations of generated according to the
scenario 7« randomly fluctuate alongnd the average djstribution (32).

PEP has to account for all the possible levels off B|T-INTERLEAVED MULTILEVEL

interference. According to the assumptions in Sec. lll, the PERFORMANCE EVALUATION
overall noise power depends on the number of interferers

_ ) In the sequel we extend the performance evaluation to
vk= 1 superimposed on th&th subcarrier. The higher order modulations. Without loss of generality, we

interference power pattern over the error evecart be  consider afixed interference scenario, dropping the symbol
fully described by the vector of cardinalities= [Vfl 1 in the notation (the average over can be carried out

........ Vis |- The average of the conditioned PEP can be _ :
as described in Sec. IV-C). We focus on a MQAM
calculated as

modulation, with modulation set of dimension defining the

Pc)= E{P(cHD] ... (30) transmitted symbols as s =(s‘,2 +js, L/Eg
The number of interferers can be considered as a
random variable independent from subcarrier to subcarriexith 5{3 , nge{il, +3..+yO-1 Where
so that
_Ad 3
Priv) =ng, Pr(vik) . (31) Og= 2(0-1) is the transmitted waveform energy. We

Where each terar(vfk follows the binomial distribution: ) ] ]
restrict the analysis to BICM with Max-Log-Map

Pr(v) = (Ul)”l"(l—r])Nl_l ------ (32)  demodulation.

The conditioned PEIP(c I v) is obtained through Compared to the error probability derivation in Sec.

the equations (18) and (24), or directly (29), by averagir;g\_/' here the average PEP for an error evesittdamming
over the effective SINR (16) for a given interferenc istance depends not only on the subcarriers but also on
the symbols of the M-QAM constellation and the positions

.conflg'uratlon. we .recall that each componvptgf Yei inthebitlabels that are associated with the erroneous bits.
is defined according to (10) or (11) depending on th@jore specifically, let us consider the h bit the interleaver
conventional or ideal genie decoder). and to a position in the modulation label set. We can express

The conventional decoder has knowledge only ofhe interleaver effect by writing the sets, {1%, . . .1,}
the average noise-plus-interference power, thereby, foraﬁHd O ={xL, ..., xd} as shown in Fig. 4. We point out

given interference pattern, the povgzen'n (10) is the that the transmitted symbgrk [ Sdepends not only on

average over the error event: the bit in I, but also on the remaining ?1 bits of the
2 1 5 label. They are selected (by the interleaver) from different
o =aZkDF0k ...... (33) positions of the same coded block, thus we can consider

the other m 1 bits as independent variables. We further

suppose that each bit of the error event is assigned to a

different frequencysi 2 fj for i # jwhere{i,j} =1, ..., d

active users sharing the same frequencies. The expressiphis is a simplification as an interleaver (acting on a finite

(30) SlmpllfleS to the average over the values of the SCﬁl@éngth coded Sequence) can associate to the same

variable employing (31) as the probability for a scenariofrequency two or more erroneous bits of the same error
On the other hand, the ideal case of a genie decod@yent. The average PEP can be obtained as [16]:

1
WhereV, =EZKDFVk is the average number of
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considering a 16QAM modulation. Th&h coded bit is
P() =>4 o@ogoo (34) mapped over the frequency in the QAM symbol and in the
label position. The plot below shows the areas of correct
Whereg@jo,g) is the PEP conditioned to the decision for the kth bit.
Symbolsx, , therefore this value does not depend

on the othem -1 bits. The same holds for label position
label set. Notice that for any coded bit sequence to be4, On the other hand, for label positidrs1 andl = 3
modulated and any given label set L, there &r&“possible

symbol sequencepy with equal probability Pf3) =
and A, = 2for the other half symbols. It follows that the

1/2(m—1)d . .
k,, bit experiences the SINR:
As in the BPSK case, the conditioned PEP

set (@,a,) while P(L) =1/mdis the probability of each

the value of the scaled distancenis =1for half symbols

, _ 0o _3  A2pFlp
O@lo.o) depends on the effective SINReff that is a Oo=F, 2@-1) @ I0=lc ... (35)
linear combination of the SINR valugsn ={O0O1, . . . The modified expression is used to rewrite the

, OO0} Here, however, each SINR valge has 1o effective SINR (16) as a function of the seP@Euclidean
be scaled by a factor to account for the Euclidean distan%t?

! : tance
between the transmitted symbol and its nearest concurren? iAl’ ’Ak}
in the considered symbol constellation, hereinafter denotekhereby the corresponding PEP becomes:

as A%k -This factor can vary withx, and I, . More o@ioo)-oago)=o

)= = Oo[DW20eff(yD))] - (36)
specifically, for a QAM modulation, let/Sand S) be the )_ olo) _:f[ V2Deff(v ))1
subset of all symbots, whose label has the value 0 (and It is worth noticing that each distanag can

1) in positionl, , for |, = 1. . .(see [16]). Fig. 4 shows the @ssume only few values. As a matter of fact, for the 16-

subset S2focusing on the gbit of the received code QAM constellation in Fig. 4 itis\, =1for three quarters

word, accounting for M=16 with Gray’s mapping. If the _ . . _\-3
transmitted bit is equal to 1 and it is mapped ontdtthe ofthe sets and, =3 for the remainder, "e(Ak _1)_ A

label position, the transmitted symboj belongs to the ;.4 (Ak =3)=%.Similar considerations holds for 64-
subsets' . The Max-Log-Map demodulator decision is QAM whereas it can be easily observed that for QPSK (n

erroneous when the received symbol liesjh Thereby, = 4) itis A, =1 and the effective SINR simplified. For
the probability of error can be upper bounded by using thBPSK modulation it isA, =1/2 .Since only few distance

Euclidean distance betweeqy and the boundary of the values are observed, it is convenient to gather in (38) all

_ _ . the configurations that correspond to the same distance
area associated to the nearest neighbgg'inFor the 16- ¢t ¢ yielding:

QAM example in Fig. 4, = 2), this distance if0g Ay, PC=pgl0@) - ... (37)

with A, = 1 for ever Where (p(D)) is the probability of the distance set

c. However, in order to avoid the expensive EVD for each
: configuration of we propose to approximate the expectation

| by means of a sample average: we simulate some values
l ; [ E l - as the outcomes of i.i.d. random variables, having known
=1 F 1. . distribution (see the probabilities above for 16-QAM); for

= |1 each value, the effective SINR is obtained and its pdf is

_ . : ) calculated according to the approach in Sec. IV-A; the
Fig. 4. Example of interleaver assignment of an | ) o )
error event (for all-zeros transmitted Sequencesgstlmate of the average bit error probability is then obtained

by averaging over some realizations.
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VI. PERFORMANCE ANALYSIS with QPSK, convolutional code WiMAXcc1, Interference

This section gives the performance evaluation of th(riandomlzatlon with PUSC strategy and fixed delay spread

proposed method under various regards.

B - 2

et I BT
SR - Fig.7 BER vs SINR in coordinated interference
e e SN scenario with 3GPP SCM Model Il1 for the proposed
Fig5 : Performance of the proposed method at  analytical bound and the EESM method. SIMO IEEE
various Doppler frequencies 802.16-d system with QPSK, convolutional code

. . WiMAXccl, interference cancellation with MVDR filtering
The above figure represents the Bit error rate :
and full traffic load.

versus Signal to noise ratio plot. From the above figure itis

clear that the performance of the proposed method f%e W The above Fig. shows the comparison between

_ _ o o methods for the IEEE 802.16-d beam forming
various Doppler affects (1ns, 1.5us,.5us,0us) is efficiengcenario with QPSK modulation and code WiMAXccl.
It also denotes that with an increase in SNR value at theGonclusions are described in next section

is @a nominal decrease in the BER of the proposed methed| CONCLUSIONS

is decreasing due to the availability of multiple channels

: . This paper proposed an analytical framework for the
thus the total SINR is going to be decreased. Thus thbserformance assessment of bit-interleaved coded multi-

for users. fading channels with application to practical 4G broadband

NN 1 8 wireless standards. Since the analysis is fairly complex

Sy b ity ' 1 due to the wide spectrum of system configurations and
TE s = s channel/interference scenarios, some assumptions have

been made to narrow the applications. A multicell scenario
; has been considered for inter-cell interference based on
1" . either coordinated or randomized multi-user access. The
analytical formulation accounts for the spatial-frequency
selectivity of the fading channel and possible non-stationary
interference due to subcarrier randomization. Both
beamforming and diversity schemes have been considered
as multi-antenna systems. The analysis has been carried
out for convolutionally coded BICM systems with BPSK
T il modulation, and then extended to higher order modulations.
W e e e e e y— Two practical standards have been used as benchmark for
. . . ' the analytical analysis, 3GPP LTEand WIMAX IEEE
Fig.6 Analytic and simulated BER vs traffic load 802.16d-e . Simulation results proved the validity of the
in randomized interference scenario with ideal geni@nalysis for a wide range of system configurations,

decoder. Performance of a SISO IEEE 802.16-e Systeprqopagation scenarios, interference conditions and system
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loads. Finally, the proposed methodology shows high

accuracy with huge computational cost reduction Witfrs]

respect to common link level simulations.
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1. Introduction Nash equilibrium (NE) provides an efficient criterion to

L . . evaluate a given channel allocation. In multihop networks,
Cellular communications become increasingly popular anﬂowever .

cellular communications, Ad hoc networking is another tylo‘rn‘networks due to the reasons mentioned in Section 4. Hence,
of wireless communication technology. Traditional cellular,

) we introduce a hybrid game involving both cooperative
networks andd mobile ad dhgc n(;tw?(rks_rbc();_h_ ha\I/e tlrllelg?me and noncooperative game into our system in which
respec'ﬂveha vantages an hrav:/ acks. lra |t|fona cle I:I e players within a communication session are cooperative,
networks have mature tec \nology support or refiablg g among sessions, they are noncooperative.
performance. However, building and expanding their

necessary infrastructure is costly. Multihop wirelesgVIUltinop wireless Networks
networks, on the other hand, are simple to deploy and easjy jti-hop wireless network is characterized by the
expandable. In wireless communication the wirelesgpsence of a direct communication link between source
medium is shared by the different user through the multiplg, § jestination nodes. Data transmission in this case must
access techniques. The total available bandwidth is dividgflsi pe transmitted to nearby relay nodes, which in turn
permanently into a number of distinct sub bands named gy ard data to the destination node. This class of networks
channels. Commonly, we refer to the assignment of radig,s 5 wide range of applications such as wireless ad hoc
transceivers to these channels as the channel allocatlﬁgtwork& wireless mesh networks, wireless sensor
problem. networks, and multi-hop cellular networks. A multi-hop

In this paper, we present a game-theoretic analysigireless network enables short-range communication while
of fixed channel allocation strategies of devices that ugereserving broad service coverage. Short-range communic-
multiple radios in the multihop wireless networks. Stati@tions leads to higher received SINR. Therefore, transmit-
non cooperative game is a novel approach to solve thimg power can be reduced without compromising packet
channel allocation problem in single-hop networks, anérror probability. The reduction in power requirement
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implies longer battery lifetime, and smaller interfering regiorof transmissions required for end-to-end delivery of a
which could result in an increase in spatial reusepacket or a batch of packets can be obtained under different
Alternatively, with fixed transmission power, short-rangehop-level error control policies. Therefore, the trade-off
communications leads to decreased packet error probabiliyetween reliability and latency can be analyzed. Scheduling
hence allowing higher modulation order transmission whicks one of the most important components of radio link design
is more susceptible to noise. for cellular wireless networks. In the literature, it was shown

Short-range communication not only improvesthat a channel-qualitybased opportunistic scheduling can

aver- age throughput, but also helps distribute services fairff USed to maximize resource usage (system throughput).
among mobiles with poorer channel condition. An examplE!OWeVer, the impact of Adaptive

of multi-hop wireless networks is illustrated in fig. 2, where Modulation and Coding (AMC), ARQ, and channel
Mobiles 1 and 2 are close to the base station, and therefaariation on this scheduling algorithm was not thoroughly
their SINR levels are expected to be comparatively highinvestigated. This work derives complete statistics (i.e.,
Mobile 3, on the other hand, is far from the base statioprobability density function (pdf)/probability mass function
and obstructed by a building, and therefore the link betwedipmf)) for the delay and throughput of this type of
Mobile 3 and the base station experiences high path lossheduling. The statistics can be used to adjust the network
and shadowing, leading to low SINR. Although increasingparameters such as the level of Quality of Service (QoS),
transmitting power can solve this problem, it might lead toadio link layer parameter settings, and the number of
more interference and inefficient energy usage. Anothexdmissible connections so that the radio link performance
solution is to transmit data to Mobile 3 via a relay nodecan be optimized. Another type of scheduling, namely, fair
Transmission in a multi-hop manner could Lead to bettescheduling aims at allocating resources among customers
throughput. in proportion to their weights. This type of scheduling

o AT Mobic 1 algorithm would be useful to classify customers based on
s iv A --?[\ n
i . g ! ,..

their levels of subscription. For example, premium-class
;{L.' customers should acquire larger portions of service than

'i'I -

regular- class customers. This dissertation proposes two

P fair scheduling algorithms for cellular networks under single-
: Buase rate and multi-rate transmissions. Both algorithms show
{ station _ improved performance over the algorithms in the literature.
M) Mobile 2 .
- As cellular networks evolve towards the next-generation
o i' wireless networks, in- corporation of multi-hop
4 communications into the cellular network seems to be in-

'y
" SRelay node

Mobite 3 evitable. This dissertation presents two performance
Fig. 1. A Multihop Cellular Network analysis models for multi-hop packet transml_ssp_ns which

reveal the trade-o between latency and reliability under
Due to the lack of any central controller, problemsyigterent error control (i.e., retransmission) policies. In

in a multi-hop wireless network are generally moreEarticular, ARQ with higher level of persistence provides

chall_englng _than those in a cellular W|r_e|ess ngtwork. ".] igher reliability at the expenses of increased latency. For
multi- hop wireless network, each mobile coordinates with . , .

. . real-time traffic, data packets might become useless after
each other to keep the network up and running. Schedulin

could be difficult, since most algorithms for multi-hops me time. Therefore, the use of infinite-persistence ARQ

networks are usually in a distributed manner. Error contrd['®Y hot be appropriate. The analytical mode| would be

on the other hand could be conducted in the same way ugeful for engineering the networlf for. provisiqning reguired
itis in a cellular wireless network. For a multi-hop wireles$20S for the different types of service in a multi-hop wireless

network, this dissertation models and analyzes the impaggtUP-

of a class of ARQ protocols on the performance of in a The rest of the paper is organized as follows:
multi-hop wireless data network. The analysis is dividedection 2 represents the previous work of channel allocation
into two parts. The first part models the number okchemes. In Section 3 the system design is discussed. In
transmissions for successful delivery of a packet acrosssgction 4 the hierarchical steps of a Nash equilibrium
multi-hop path. The second part studies the performangggorithm is discussed in detail and in Section 5 presents

of batch transmission in a multi-hop wireless network onlyhe simulation results. Finally conclusion is made in Section
with a small number of hops. The novelty of these modelg,

is that the probability mass function (pmf) for the number
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2. Related Work this assumption might not hold for the following two reasons.

In one hand, players are usually selfish who would like to

There has begn a cpn5|derable amount 9f re_search Maximize their own performance without considering the
channel allocation in wireless networks, especially in cellulatg,[her players’ objective. In the other hand, the full

networks. Three major cgtegorles of channe_l allocat'OEJcioperation of arbitrary devices is difficult to achieve due

schemgs are always “Se‘?' in cellular networks: fixed chanqg the transmission distance limitation and transmission

alloc_atlon (FCA), dynamlc channel a_IIoc_atlon (DC_A)' ‘F’_mdinterference of neighboring devices. Game theory provides

hybrid channel allocation (H_CA) which is a comblnatlona straightforward tool to study channel allocation problems

of both FCA and DCA techniques. in competitive wireless networks. An example of three
In FCA schemes, a set of channels is permanentlyommunication sessions is shown in figure 2.

allocated to each cell in the network. In general, graph

coloring/labeling technique provides an efficient way to l

solve the problems of fixed channel allocation. FCA method

can achieve satisfactory performance under a heavy traffic l2 @ ’@ ;@
load; however, it cannot adapt to the change of traffic
conditions or user distributions. To overcome the inflexibility & ‘ ’.

of FCA, many researchers propose dynamic channgtiy 5 . An example of three communications session
allocation methods. In DCA schemes, in contrast, there is

no constant relationship between the cells and theip- >Yystem Design

respective channels. AI_I channels are potentially availablg, this paper, we present a game-theoretic analysis of fixed
to all cells and are assigned dynamically to cells as neghannel allocation strategies of devices that use multiple
calls arrive in. Because of its dynamic property, the DCAgagios in the multihop wireless networks. Static non
method can adapt to the change of traffic demangggperative game is a novel approach to solve the channel
However, when the traffic load is heavy, DCA methodyocation problem in single-hop networks, and Nash
performs worse than FCA due to some cost brought byqyilibrium (NE) provides an efficient criterion to evaluate
adaptation. a given channel allocation. In multihop networks, however,

Hybrid channel allocation schemes are theioncooperative game results in low achieved data rate for
combination of both FCA and DCA techniques. In HCAmultihop sessions and low throughput for whole networks
schemes, the total number of available channels are dividdde to the reasons Hence, we introduce a hybrid game
into fixed and dynamic sets. The fixed set contains a numbiavolving both cooperative game and noncooperative game
of nominal channels that are assigned to the cells as in thgo our system in which the players within a communication
FCA schemes, whereas the dynamic set is shared by a#ission are cooperative, and among sessions, they are
users in the system to increase flexibility. noncooperative.

Recently, channel allocation problem is becoming We first define the Min-Max Coalition-Proof Nash
a focus of research again due to the appearance of n&quilibrium (MMCPNE) in this hybrid game, which is
communication technologies, e.g., wireless local areaiming to achieve the maximal data rate of all sessions
networks (WLANS), wireless mesh networks (WMNSs). (including single-hop sessions and multihop sessions). We
In WMNs, many researchers have considered!so define three other equilibria schemes that approximate

devices using multiple radios. Equipping multiple with radiod® MMCPNE, named as Minimal Coalition-Proof Nash
in the devices in WMNs, especially the devices acting agdu!librium (MCPNE), Average Coalition-Proof Nash
wireless routers, can improve the capacity by transmittinéq“_'!'br'um (ACPNE), and | Coalition-Proof Nash
over multiple radios simultaneously using orthogonaFauilibrium (ICPNE), respectively.
channels. In the multiradio communication context, channel Then, we study the existence of MMCPNE in this
allocation and access are also considered as the vital topigame and our main result, Theorem 2, shows the necessary
By joint considering the channel assignment and routingonditions for the existence of MMCPNE. Furthermore,
problem, Alicherry et al. propose an algorithm to optimizeve propose the MMCP algorithm which enables the selfish
the overall throughput of WMNSs. players to converge to MMCPNE from an arbitrary initial

In the above cited work, the authors make thé:onfiguration and the DCP-x algorithms which enable the

assumption that the devices cooperate with the purpose/JpYers converge to approximated MMCPNE states (e.g.,

the achievement of high system performance. Howeve ,CPNI_E’ ACPNE, and ICPNE). Finally, we pregent the
simulation results of the proposed algorithms, which show
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that MMCPNE outperforms NE and Coalition-Proof Nash
Equilibrium (CPNE) channel allocation schemes in terms
of the achieved data rates of multihop sessions and the
throughput of whole networks due to cooperative gain.

4. Nash Equilibria
A. Noncooperative Game NE

In single-hop networks, the payoff of player i is equivalent
to its utility Ri and the multiradio channel allocation problem
can be formulated as a static noncooperative game. In
order to study the strategic interaction of the players in
such a game, we first introduce the concepts of Nash
equilibrium.

B. Cooperative Game CPNE

It is worth noting that noncooperative game is not suitable
for multihop networks due to the following two reasons.
On one hand, the payoff of any player in multihop session
is not equivalent to its utility. In fact, the payoff (achieved
data rate) of player i is not only determined by the utility
itself, but also by the utilities of other players within the
same session. On the other hand, it is possible that the
players in the same session cooperatively choose their
strategies for the purpose of high payoff. Hence, we
formulate the problem in multihop networks as a hybrid
game involving both cooperative game and noncooperative
game. In detail, the players within a coalition (session) are
cooperative, and among coalitions, they are noncooperative.
In order to study the strategic interaction of the coalitions
in cooperative game, we introduce the concept of classical
coalition-proof Nash equilibrium
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Wireless communication system is often assigned a certain
range of communication medium (e.g., frequency and).
Usually, this medium is shared by different users through
multiple access techniques. Frequency Division Multiple
Access (FDMA), which enables more than one users to
share a given frequency band, is one of the extensively
used techniques in wireless networks In order to meet the
demands of multi-rate multimedia communications, next
generation cellular systems must employ advanced
algorithms and techniques that not only increase the data
rate, but also enable the system to guarantee the quality of
service (QoS) desired by the various media classes. In
this work we have investigated a novel approach called
nash equilibrium for channel estimation and proper
communication between nodes in different topologies
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A Fault Exposure and Data Resurgence EDDR Architecutre for
Video Coding Systems

™ (ABSTRACT

K.Md.Saifuddin(M.Tech), | Given the critical role of motion estimation (ME) in a video coder, testing |ch a
SRIT,Anantapur module is of priority concern. While focusing on the testing of ME in a yideo
coding system, this work presents an error detection and data recovery (EDDR)
design, based on the residue-and-quotient (RQ) code, to embed into ME for
video coding testing applications. An error in processing elements (PEs), i.e.
key components of a ME, can be detected and recovered effectively by using the
proposed EDDR design. Experimental results indicate that the proposed EDDR
design for ME testing can detect errors and recover data with an acceptable
area overhead and timing penalty. Importantly, the proposed EDDR design
L.Rangaiah,M.Tech,Ph.D | performs satisfactorily in terms of throughput and reliability for ME testing

Professor,SRIT,Anantapyr | @pplications.
Index Terms

Area overhead, data recovery, error detection, motion estimation, reliahility,
residue-and-quotient (RQ) code.

AN

INTRODUCTION decreasing significantly the efficiency of logic testing on

: . o _ the chip. As a commercial chip, it is absolutely necessary
Advances in semiconductors, digital signal processing, and v« ME to introduce design for testability (DFT). DFT

communication technologies have made multimedig,.,ses on increasing the ease of device testing, thus
applications more flexible and reliable. A good example i uaranteeing high reliability of a system. DFT methods
thoe "(;264 \gde_c()j star(l:dzzr_d, alsoh_kr;]oyvn a_z I\fPEG"‘dP ély on reconfiguration of a circuit under test (CUT) to
1 A;]vance Vi €o o_c:ng, which IS widely (;eg;r ?dqmprove testability. While DFT approaches enhance the
as t ene>_<tgejnerat|on Video comgressmn st?n alr_ 'V_' Fe%tability of circuits, advances in sub-micron technology
compression Is necessary in a wide range of applications, \ogiting increases in the complexity of electronic
to reduce the total data amount required for transmitting: . its and systems have meant that built-in self-test
or storing video data. Among the coding systems, 8 ME igs|5T) schemes have rapidly become necessary in the
of priority concern in exploiting the temporal redundancyyiqial world. BIST for the ME does not expensive test
betwee_n success:cve grame(sja_yet ?llso ;_Te mrfost F'nb%uipment, ultimately lowering test costs ]. Moreover, BIST
consurg(l)r;g a;sop())ect? ;O ing. Additionally, while pe grmlngcan generate test simulations and analyse test responses
up to 60%-90% of the computations encountered in then ot outside support, subsequently streamlining the
entire coding system, a ME is widely regarded as the MOglq;ing and diagnosis of digital systems. However,
computationally intensive of a video coding system. i, reasingly complex density of circurity requires that the
A ME generally consists of PEs with a size of 4built in testing approach not only detect faults but also
x4. However, accelerating the computation speed depengsecify their locations for error correcting. Thus, extended
on a large PE array, especially in high-resolution deviceschemes of BIST referred to as built-in self-diagnosis and
with a large search range such as HDTV. Additionally, theuilt-in self-correction have been developed recently.
V|_sual q_uallty and peak S|gnal_-to-n0|se ratio (PSNR) ata While the extended BIST schemes generally
given bit rate are influenced if an error occurred in M.\ on memory circuit, testing-related issues of video
process. A testable design is thus increasingly important l:%ding have seldom been addressed. Thus, exploring the

ensure the reliability of numerous PEs in a ME. MOreovegg qipiiny of an embedded testing approach to detect errors
although the advance of VLSI technologies facilitate th%nd recover data of a ME is of worthwhile interest.

integrat_ion of a_Iarge_nu_mber of PEs of a_ME into a ChipAdditionalIy, the reliability issue of numerous PEs in a ME
the logic-per-pin ratio is subsequently increased, thus
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can be improved by enhancing the capabilities of According to the above RQ code expression, the
concurrent error detection (CED). The CED approachorresponding circuit design of the RQCG can be realized.
can detect errors through conflicting and undesired resulisorder to simplify the complexity of circuit design, the
generated from operations on the same operands. CHEBDplemen- tation of the module is generally dependent on
can also test the circuit at full operating speed withouhe addition operation. Additionally, based on the concept
interrupting a system. Thus, based on the CED concef residue code, the following definitions shown can be
this work develops a novel EDDR architecture based oapplied to generate the RQ code for circuit design.

the RQ code to detect errors and recovery data in PEs Bfefinition 1

a ME and, in doing so, further guarantee the excellent

reliability for video coding testing applications. The rest of N, + |\|2|m = |N1|m +|N2|m| _______ (2)

this paper is organized as follows. Section |l describesthe m

mathematical model of RQ code and the correspondirfgefinition 2: LetN; =n, +n, +.. +n;, then

circuit design of the RQ code generator (RQCG). Section N-| =||n ” +|n | + +|n-| | 3)

Il then introduces the proposed EDDR architecture, fault Hm Him = 172]m Hmim e

model definition, and test method. Next, Section IV To accelerate the circuit design of RQCG, the
evaluates the performance in area overhead, timing penalpynary data shown in (1) can generally be divided into two
throughput and reliability analysis to demonstrate th@arts:

feasibility of the proposed EDDR architecture for ME 1 a4 a4

testing applications. Conclusions are finally drawn inX =3 b;2" = EZ b;2' %E\Z b, 2% %k =Yg +Y,2¢
Section V. =0 =0 = @)

Il. RQCODE GENERATION Significantly, the value of k is equal to [n/2] and

Coding approaches such as parity code, Berger code, ahe data formation o¥, andY, are a decimal system. If
residue co_de have been cqnsidered for design applicaticm@ modulugy = 2% _1, then the residue code of X modulo
to detect circuit errors. Residue code is generally separable. .

arithmetic codes by estimating a residue for data and 'S 9iven by

appending it to data. Error detection logic for operations is R =|X|m = |Y0 + Y1|m = |Z0 + Zl|m = (Zo + Zl)Ol
typically derived by a separate residue code, making th?rimary

detection logic is simple and easily implemented. For input

. . Primary
instance, assume that N denotes an intégieand N, output
represent data words, and m refers to the modulus. A TCG
separate residue code of interest is one in which N is coded (RQ code EDC

Error free data or
asa pai(N,|N|m). Notably|N| _is the residue of N modulo ' data recovery results
m. Error detection logic for operations is typically derived DRC

using a separate residue code such that detection logic is,:ig_ 1 : Conceptual view of the proposed EDDR
simply and easily implemented. However, only a bit error architecture.

can be detected based on the residue code. Additionally,

an error cannot be recovered effectively by using the residue Q= ‘é‘ = Xo*t Y, 0 Y, = [(Zo+2, E», Z,+Y,
codes. Therefore, this work presents a quotient code, which m m % m
is derived from the residue code, to assist the residue code =Z,+Y,+p

in detecting multiple errors and recovering errors. The
mathematical model of RQ code is simply described aé/here

follows. Assume that binary data X is expressed as ©) (1), if Z,+Z,=m
QI=L0), irz,+2,<m

n-1 .
X ={byabyz bbb} = T b20 (1) | |
i=0 Notably, since the value of, +Y, is generally
The RQ code of X modulo m expressed agreater than that of modulus m, the equations in (5) and

_ _ . : (6) must be simplified further to replace the complex module
R _|X|mQ_ [X/m], respectively. NOtabM’] denotes the operation with a simple addition operation by using the
largest integer not exceeding i.

parametersZ,,Z,,Q and 3.
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Based on (5) and (6), the corresponding circuitletection and data recovery, and the overall test strategy
design of the RQCG is easily realized by using the simplare described carefully as follows.
adders (ADDs). Namely, the RQ code can be generat% Fault Model
with a low complexity and little hardware cost.

. PROPOSED EDDR ARCHITECTURE The PEs are essential building blocks and are connected
DESIGN regularly to construct a ME. Generally, PEs are surrounded

by sets of ADDs and accumulators that determine how

Fig. 1 shows the conceptual view of the proposed EDDHata flows through them. PEs can thus be considered the
scheme, which comprises two major circuit designs, i.€class of circuits called ILAs, whose testing assignment
error detection circuit (EDC) and data recovery circui€an be easily achieved by using the fault model, cell fault
(DRC), to detect errors and recover the correspondingodel (CFM) [21]. Using CFM has received considerable
data in a specific CUT. The test code generator (TCG) iiterest due to accelerated growth in the use of high-level
Fig. 1 utilizes the concepts of RQ code to generate tH/nthesis, as well as the parallel increase in complexity
corresponding test codes for error detection and dagd density of integration circuits (ICs). Using CFM makes
recovery. In other words, the test codes from TCG antne tests independent of the adopted synthesis tool and
the primary output from CUT are delivered to EDC tovendor library. Arithmetic modules, like ADDs (the primary
determine whether the CUT has errors. DRC is in chargddement in a PE), due to their regularity, are designed in an
of recovering data from TCG. Additionally, a selector isextremely dense configuration.

enabled to export error-free data or data-recovery results. Moreover, a more comprehensive fault model, i.e.
Importantly, an array-based computing structure, such e stuck-at (SA) model, must be adopted to cover actual
ME, discrete cosine transform (DCT), iterative logic arrayailures in the interconnect data bus between PEs [22].
(ILA), and finite impulse filter (FIR), is feasible for the The SA faultis a well- known structural fault model, which
proposed EDDR scheme to detect errors and recover tagsumes that faults cause a line in the circuit to behave as
corresponding data. if it were permanently at logic “0” (stuck-at 0 (SAQ)) or

This work adopts the systolic ME [19] as a CUTlogic “1” [stuck-at 1 (SA1)]. The SA fault in a ME
to demonstrate the feasibility of the proposed EDDRrchitecture can incur errors in computing SAD values. A
architecture. A ME consists of many PEs incorporated iflistorted computational error and the magnitude of are
a 1-D or 2-D array for video encoding applications. A PEassumed here to be equal 8AD'-SAD, where
generally consists of two ADDs (i.e. an 8-b ADD and aga p’denotes the computed SAD value with SA faults.
12-b ADD) and an accumulator (ACC). Next, the 8-b ADD .
(a pixel has 8-b data) is used to estimate the addition of tIFr>é' TCG Design
current pixel (Cur_pixel) and reference pixel (Ref_pixel) According to Fig. 2, TCG is an important component of
Additionally, a 12-b ADD and an ACC are required tothe proposed EDDR architecture. Notably, TCG design is
accumulate the results from the 8-b ADD in order tdased on the ability of the RQCG circuit to generate
determine the sum of absolute difference (SAD) value fogorresponding test codes in order to detect errors and

video encoding applications [20]. Notably, some registers,.qoyer data. The specifiBE, in Fig. 2 estimates the

:{lotjr;e;tghed may existin ME to complete the data shift an%solute difference between the Cur_pixel of the search

area and the Ref_pixel of the current macroblock. Thus,

R Lreced el e by utilizing PEs, SAD shown in as follows, in a macroblock
B 3 ’ ] %}I)D* with size of N x N can be evaluated:
N-IN-

! SAD= 2 ZJX i~ Yl = ?g)lrgj(qxu M+ )‘ (qyij m+ ryij]

=0 j=

= ',‘ e ORCf|——————— (7
RQCG:
— - o m’ where T,;0,; and r;d,; denotes the correspo-

Fig. 2 : A specific testing processes of the proposedding RQ code oKj;; andY; modulo m. ImportantlyX;

EDDR architecture.
and Y; represent the luminance of Cur_pixel and

Fig. 2 shows an example of the proposed EDDFI{—{ef_pixel, respectively. Based on the residue code, the

circuit design for a specific of a ME. The fault model ; ~—. . . o
definition, ROCG-based TCG design, operations of erro(%leflnltlons shown in (2) and (3) can be applied to facilitate
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generation of the RQ code pixel vaI(IET andQT) form  oth clock. Next, the summation of quotient values and
TCG. Namely, the circuit design of TCG can be easil esidue values of modulo are proceeded with from clocks

achieved (see Fig. 3) by using 5-21 through the circuits of ACCs. Since a 4 macroblock
NNl in a specific FE; pixels of a ME contains 16, the
2 Z(Xij _YUX

m

Ry = corresponding RQ codéR;andQ;) is exported to the

i=0j=0

EDC and DRC circuits in order to detect errors and recover
= ||(X o0~ Yool *I(Xe = You),, +- +|(X [Nl](Nl)Y[Nll(Nl)]m|m data after 22 clocks. Based on the TCG circuit design shown

_ ||(qxoom N rxoo)(qyoo.m N ryOO] ‘L in Fig. 4, 'Fhe errgr detection and datf?l recovery operations
m of a specificFE; in a ME can be achieved.
'|(qX(N1)(N 2)-M+ Iy 1)(N1)qu(N1)[N1]'m + ry(Nl)(Nl)]m|m C. EDDR Processes
= ‘ (rXOO ryOO]m + (rxo1 rYoO}m + (rxol fyoJ it Fig. 2 clearly indicates that the operations of error detection
in a specificpE,; is achieved by using EDC, which is utilized
‘(rX(Nl)(Nl) rX(Nl)(Nl)]m‘m - ||r00|m * |r01|m T ¥ |r(N‘1)(N‘1)|m|m to compare the outputs between TCG &@CG, in order
(8) and (9), shown at the bottom of the followingto determine whether errors have occurred. If the values

page, to derive the corresponding RQ code. of Ry # Ry andlorQg # Qr then the errors in a specific
Fig. 4 shows the timing chart for a macroblock

PE; can be detected. The EDC output is then used to
with a size of 4 x4 in a specifiEE; demonstrate the ) o

generate a 0/1 signal to indicate that the teB®ds error-
operations of the TCG circuit. The datgand n, from free/errancy

Cur pixel and Ref pixedl must be sent to a comparator in . .
P P P This work presents a mathematical statement to

order to determine the luminance pixel vaKigandY;;  verify the operations of error detection. Based on the
definition of the fault model, the SAD value is influenced if
_ i 2Y; ., thenX; andY; : ; : o
atthe 1‘# clock Notably, K=Y ,th.en ! r.:md ! are _either SA1 and/or SAO errors have occurred in a specific
the luminance pixel value of Cur_pixel Fig. 3. Circuit

design of the TCG and Ref_pixel, respectively. Converselyl? B, In other words, the SAD value is transformed to
OS.AD’:SAD+eif an error occurred. Notably, the error

signal is expressed as
Y;; denotes the luminance pixel value of Cur_pixel

Xj; represents the luinance pixel value of Ref_pixel, an

0=q,m+r, L. (10)

whenXj; <Yj; Atthe 2 clock, the values oK o, and Yo, to comply with the definition of RQ code. Under

are generated and the corresponding RQ ¢gge q,,,,  the faulty case the RQ code froRQCG, of the TCG is

oo, Oyoo Can be captured by thRQCG, and RQCG,  still equal to (8) and 9). HoweveRepe, and Qpe, are
circuits if the 3rd clock is triggered. changed to (13) and (14) because an error has occurred.

Cur_pixel
Ref_|

) Thus, the error in a specifieg; can be detected if and
\
rece: =n NIy if (8) # (11) and/or(9) # (12)
|
|

H | RS e : Ree, =[SAD]
! IN1
l i DRICR:
ADD |—:—PQT QT — g— - 0
O m 0
Equations (8) and (9) clearly indicate that the codes H H

of r,, and gy, can be obtained by using the circuit of aE(Xoo Yoo)+ (X01 Y01)+"'+(X(N—l)(N—l) (Y nyney) O
subtracter (SUB). The 4th clock displays the operatin 0

results. The modulus value qf) is then obtained at the

m O
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ACC, x
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RQCG.

ADD KOO0
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i-0 j-0 m

o0l *+Foalyy +---+‘r(N—1)(N—1)‘m e

[(BAD'J
QPEi = E_E
m
[NINI 0
02 > (X vy) +eq
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During data recovery, the circuit DRC plays a significant role in recovering RQ code from TCG. The data can |
recovered by implementing the mathematical model as
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SAD=mxQ, +R+ 77 =000001001101, , resulting in a transformation of the
=(2'-1)xQ; +R, RQ code of Reg and Qg into |77|,=14 and
=2'xQ;, Q;+R; (13) [77/63]=1. Thus, an error signal “1” is generated from

To realize the operation of data recovery in (13), EDC and sent to the MUX in order to select the recovery

Barrel shift [23] and a corrector circuits are necessary tBeSUItS from DRC.

achieve the functions o(zixQT) and (- Q; +R;)

respectively. Notably, the proposed EDDR design executg
the error detection and data recovery operation$$=-H PF%E'—;

Cur_pixel Outpyt

Ref_pixel |
PE ]

[72)

MUX;
|RQCG|
[ |

simultaneously. Additionally, error-free data from the teste __! PE. |
PE; or the data recovery that results from DRC is selecte# [ e s:
by a multiplexer (MUX) to pass to the next speckE,, T(—G”J [ : g
for subsequent testing. ——T_C%— : ,Egz || °F¢
0 1 2 3 0 1 2 3 ' —7&'—|_—'| N
0128 | 128 | 64 | 255 0| 1 1 2 3 : T ‘ é
11128 | 64 | 255 64 1 1 2 3 4 4;
ol 6a [oss [ 6a [12s | 21 23| 4|5 E. Overall Test Strategy
3255 | 64 | 128|128 | 3| 3 | 4 5 5 By extending the testing processes of a speéificin
Cur_pixel Ref_pixel Fig. 2, Fig. 6 illustrates the overall EDDR architecture

design of a ME. First, the input data of Cur_pixel and
Ref pixel are sent simul- taneously to PEs and TCGs in
A numerical example of the 16 pixels for a 4X 4 macrobloclorder to estimate the SAD values and generate the test

in a specificPE; of a ME is described as follows. Fig. 5 RQ codeR; andQ; Second, the SAD value from the

presentsexample of pixel values of the Cur_pixel ange ted obi ~which is selected b d
Ref pixel. Based on (7), the SAD value of the 4X4 sted objecPE, , which is selected byUX; , and Qee

D. Numerical Example

macroblock is codes. Meanwhile, the corresponding test cdﬁqsand
3 3

SAD=5 E‘Xij -Y;, Qr., from a specificTCG; are selected simultaneously
i=0j=0

I VI =Y X = by MUXs 2 and 3, respectively. Third, the RQ code from
=Yoo =Yool #X ey = Vel ++[X 2 = Vag TCG, and RQCG circuits are compared in EDC to

=(128)+(128])+..(128 9) determine whether the tested obj¢d; have errors.

=2124 The tested objecPE; is error — free if and only if
According to the description of RQ code in Re =R, andQw =0, . Additionally, DRC is used to
Section I, the modulo is assumed here torbe2°1=63 ' ' ' '
Thus, based on (8) and (9), the RQ code of the sAfscover data encoded BYCG,; , i.e. the appropriat&+
value shown in (14) ar&; =Reg :|2124{63 =45and and Qr codes fromTCG, are selected by MUXs 2 and
3, respectively, to recover data. Fourth, the error-free data

Qr =Qpg, =[2124/63[F 33. Since the value oR
' a r(Qr) or data recovery results are selectedMpyX , Notably,

is equal toR g (Qrg,) EDC is enabled and a signal “0” is control signalS, is generated from EDC, indicatirnigat

generated to describe a situation in which the specific is , _
. the comparison result is error-frdg, =0) or errancy
PE; .e. the pixel values oPE; .

_ _ _ (S, =1). Finally, the error-free data or the data-recovery
Fig. 6. Proposed EDDR architecture design for a

ME 2124 = 100001001100 is  turned into '€ sult from the tested obje®E; is passed to a De-
. - 2
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MUX, which is used to test the next specifRE,,,; Notably, each PE of a ME is tested sequentially in
otherwise, the final result is exported. the proposed EDDR architecture. Thus, if the proposed

EDDR architecture is embedded into a ME for testing, in
IV. RESULTS AND DISCUSSION which the entire timing penalty is equivalent to that for

Extensive verification of the circuit design is performedtes’[ing a_lsingle PE., I.e. approx- ‘"?a‘e'y about 5.01% ?‘”d
using the VHDL and then synthesized by the Synopsy@'24% time penalty of the operations of error detection

and data recovery, respectively.
Design Com- piler with TSM®.18-pm 1 P6M CMOS y P y

technology to demon- strate the feasibility of the proposed Notably, the operating time of the RQCG circuit
EDDR architecture design for ME testing applications. can be ne- glected to evaluate,, because TCG covers
the operating time of RQCG. Additionally, the error-free/

_ _ errancy signal from EDC is generated after 1022.58 ns
Table I_ summarizes the synthesis results of area_overhe 16.56+6.02). Thus, the error-free data is selected
and time penalty of the proposed EDDR architecture. ' _

The area is es- timated based on the number of gate coustisectly from the tested obje®E; because the operating
By considering 16 PEs in a ME and 16 TCGs of thgime of the tested objed®E, is faster than the results of
proposed EDDR architecture, the area overhead of ergr i recovery from DRC.

detection, data recovery, and overall EDDR architecture _ _
(AOyp, AOps,andAO e ) are B. Performance Discussion

A Experimental Results

The TCG component plays a major role in the pro-

I _1779+3265x16+667 _ ) o (15) Posed EDDR architecture to detect errors and recover
69482x16 data. Additionally, the number of TCGs significantly
influences the circuit performance in terms of area
AO,, = 3265x16+2376 _ ) 919 (16) ©verhead and throughput. Figs. 7 and 8 illustrate the
69482 %16 relations between the number of TCGs, area overhead
and throughput. The area overhead is less than 2% if
AOgppor = 1779+667 +3265x16+ 2376 ..(17) only one TCG is used to execute; however, at this time,

69482x16 .
) the throughput is extremely small. Notably, the

=5.13% . .
throughput of a ME without embedding the proposed EDDR

__The time penalty is another criterion to verify the 5 itecture is about 25 800 kMB/s. Fig. 8 clearly indicates
feasibility of the proposed EDDR architecture. Table | also

: o ) i that the throughputis around 25 000 kMB/s, if the proposed
summarizes the operating time evaluation of a spefiijc _ . : .
. . EDDR architecture with 16 TCGs is embedded into a ME
and each com- ponent in the proposed EDDR architecture. ) o
The following equa- tions show the time penalty of errofor testing. Thus, to maintain the same throughput as much

detection and data recove(VPED andTPDR) operations a5 possible, 16 TCGs must be adopted in the proposed

for a x4 macroblock (2PE, with 16 pixels): EDDR architecture for a ME testing applications. Although

the area overhead is increased if 16 TCGs used (see Fig.

TABLE | 7), the area overhead is only about 5.13%, i.e. an
ESTIMATION OF AREA OVERHEAD AND TIME acceptable design for circuit testing.
PENALTY
Components PE RQCG EDC|TCG |DRC This work also addresses reliability-related issues
(AGr;'?e courts) 69462 | 1779 €67 | 3265 | 2376 to demon- strate the feasibility of the proposed EDDR
gz)efaﬂmﬂme 973.76 | 1017 6.02 | 1016.56 | 17.99 architecture. Relia- bility is the probability that a component
Area Overhead(%) 5.13 or a system performs its required function under different
T'me(zziggg 5 02)9736'72; operating conditions en- countered for a certain time period
TPy = : : ~~=501% ... (18)  [24]. The constant failure- rate reliability model
937.76 5000 s
P, = (1016.56 ;;.33)—973.76 _e2d% 19 R{)=e™ =™t =g 7 6T [ 1, 120
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Fig. 9 : Failure-rate and reliability analysis.

is used to estimate the reliability of the propose&?’]
EDDR archi- tecture for ME testing applications, where

A denotes the failurerat;, represents the base failure

— rate of MOS digital logic, G refers to Gate count;

My =10(25°C); Mo =10 (hermetic package); and

[1+ =1.0 (ground benign environment).

The failure — ratex in (20) can be expressed as
the ratio of the total number of failures to the total operating
time, i.e. failure- rate in time (FIT), which represents the

number of failures pefp® device hours of accelerated
stress tests [25]. Notably, the total operating tim@A\

proposed EDDR architecture is syn- thesized by using
TSMC 0.18mp 1P6M CMOS technology, 1998 is given

as the year of manufacturing for a wide variety of
components. Thus, T is defined as 12 years, because the
year of manufacturing is 1998. Fig. 9 clearly indicates
that the low failure-rate and high reliability levels can be
obtained if the pro- posed EDDR architecture is embedded
into a ME for testing applications.

V. CONCLUSION

This work presents an EDDR architecture for detecting
the errors and recovering the data of PEs in a ME. Based
onthe RQ code, a RQCG-based TCG design is developed
to generate the corresponding test codes to detect errors
and recover data. The proposed EDDR architecture is
also implemented by using VERILOG and synthesized by
the Synopsys Design Compiler with TSMC 0.18- m 1P6M
CMOS technology. Experimental results indicate that that
the proposed EDDR architecture can effectively detect
errors and recover data in PEs of a ME with reasonable
area overhead and only a slight time penalty. Throughput
and reliability issues are also discussed to demonstrate the
satisfactory performance of the proposed EDDR
architecture design for ME testing applications.
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Novel Bandpass Filter Using Coupled Line for WLAN Applications

™ (ABSTRACT

Vikas Kumar , A novel planar band-pass filter design using edge coupled micro-strip li  [filter

Student is presented for Wireless local area network (WLAN) applications. The filter,
IIT Roorkee | comprising three micro-strip coupled lines and taper, capable of generating a
resonant mode with good impedance matching conditions. The simulated and
vikas1706497 @amail.com | measured results have a midband at 5GHz and bandwidth of 0.150GHz. Passband
insertion and return loss is specified to be <5dB and >10dB respectively, covering
the WLAN bands and insertion loss was large, which was 3.67 dB at ¢entre
frequency of filter.
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l.  INTRODUCTON ll. PROPOSED FILTER DESIGN

Microwave filters have aroused widespread applicationgsigure 1 shows the geometry of the proposed finite ground
especially in low power wireless communication gadgetdandpass filter, designed using Advance Design System
In the era of modern wireless communication system$ADS). And simulated using s-parameter for momentum
multiband filters play a vital role [1]. The currently popularand EMDS simulation. Finally, the designed layout of
design is suitable for wireless local area network (WLANoupled line filter was fabricated on NH9320 substrate
operation in the 2.4 GHz (2.4—2.484 GHz) and 5.2/5.8 GHpaving dielectric constantr = 3.2 and 1.524 mm thickness
(5.15-5.35 GHz/5.725-5.825 GHz). To meet the demarid® to 18um copper thickness, dissipation factor of 0.0024)
in modern wireless communications, microwave filters haydSing dry etching technique. Four tapers used to provide

become attractive components with low cost and compag?e proper impedance matching mentioned with width and

. . , length in the figurel (a). And the space between the
size. Many approaches have been reported in the literature =" _ o ,
. . couplingsis also shown in figure 1(a). The other geometric
to design bandpass filters (BPFs). In general, resonators .
, arameters of the filter are as L1 = 23.2 mm, L2 = 18.7
or stubs were adopted widely to produce sever

o . ] mm, L3 =18.6 mm, L4 =18.7 mm, L5 =23.2 mm and the
transmission zeros for filter design, such as the open styh 1 /1 = w8 =3.42 mm w2 = w7 = 3.7 mm. w3 = w6 =

[3], open-loop ring resonators [2], and stepped-impedaneg7 mm, w4 = w5 = 3.4 mm mentioned in Figure 1(b).
stubs [4], and the stepped-impedance resonator (SIR) [{ /= == |

In this paper, a new single layered substrate filter design - o BT eI
proposed using coupled strip line resonators for th - H—— . |
achievement of WLAN mode operation as illustrated ir '
Figure 1(a). The filter is capable of generating a passbar (1
with good impedance matching conditions and huge insertic -
loss at centre frequency 5 GHz. The design of propose
filter and its performance both from simulation and practicar (@)
are presented in the following sections.

.I.I

-
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(b)

Figurel Geometry of the bandpass filter. (a
Schematic of coupled line band pass filter at 5GHz.(b
Layout of the bandpass filter.

As in the layout, there is relatively large spacing i >
so the coupling is very weak and therefore, insertion lossrigure 3 : Setup for measurement of S paprameters
was large. To investigate the performance of the proposed of proposed filter.
filter configurations in terms of achieving bandpass P
operation, an Advanced Design System (ADS) for high : st

frequency structure simulation is used and the same filter
is fabricated and results were measured to verify the
simulations, was used for the required numerical analysis
using line calculators to obtain the proper geometrical
parameters from even and odd impedances and
characteristic impedances keeping electrical length 90
degree. [6]

521(dB)

lll. RESULTS AND DISCUSSION
Simulation is done using both EMDS and momentum
method. Simulated result at 5GHz using EMDS is shown 60, s = e 2 s -
in figure 2. The return loss obtained is 16.408 dB and L x10°
insertion loss —11.756 dB at 5GHz. This is optimized to get (a)
better result after simulation in layout window. z
ml
- freq = 5,000GH
0 i 0 J db(S(2,1) = 3,0921
-2 ml
. TN AL
§-40- g-s ] \/ X mg g
z 2 ] freq = 4.960GH =
8 8, /A \ btk - 11746
R I VA
J ./ ,.V k t:.i%gg?mg
-80L .12 LA (i TV I TTTT TT 17 L -10F '.-.
40 40 45 50 55 60 65 70
Figure 2 : Simulated Return Loss of the proposed = 3= - = : = -
filter using EMDS. Freq in GHz x 10’
Fabricated filter on NH9320 substrate then tested (b)
on Vector Network Analyser (VNA) as illustrated in figure  Figure 4 : Measured results of filter using VNA (a)
3. With start frequency 0.5 GHz and stop frequency to 7 S21 parameter (b) S11 Parameter

GHz. Then VNA was calibrated for TMSO for two

channels. And the measured results are shown in figure i‘r"f As figure 3 depict that there is a shift of 0.083GHz

frequency from designed and simulated centre
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frequency 5GHz. measured bandwidth and quality factor
are approximately 0.119GHz and 43.

IV. CONCLUSION (3]

A bandpass filter for WLAN bands is proposed. The
various parameters of the filter are optimized through
simulation. Simulated and measured bandpass coupled line
filter presented here is specified to have a mid-band at
5GHz and bandwidth of 0.150GHz i.e 3%. Passband
insertion and return loss is specified to be <5dB and >10d¥!]
respectively. There is relatively large spacing, so the
coupling is very weak and therefore, insertion loss was
large. The proposed filter is a narrow band filter, so it can
be used as resonator in the feedback path of feedback
oscillator for frequency stabilization. [5]
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Double Error Correcting Data Negative Codes

_ h /ABSTRACT
N. Shribala,
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\,Probability of Undetected Errors.

. INTRODUCTION are generated in accordance with a specified Encoding
rule which gives the structure of these parity bits. For a
r%ﬁeneral case of Linear Block Codes ,all the ‘n” Code words

enables the transmitted signals to better withstand taritfgrrnrgig Cb)(;dlg]?sag Zorggg}a;:sls Or]:eir(e :?](ZS:?S?T( kd)ltsts
effects of channel noise. The redundancy inserted in ! ! bect W ! 9!

the source data makes the detection of errors present a‘?'fothe Code ar_e the data blts.and the Ias.t n-I_< bits are the
the correction of errors feasible. These Codes enable th@Mty check bits formed by linear combination of data
communication systems to have a reliable transmission oveitS[1]- Hence in a Systematic Code the message bits are
noisy channelsError correcting codes are algorithms fortransmitted without alteration. The weight of (n,k) code is
expressing a sequence of numbers such that any err&?¢ number of nonzero elements presentin it [2]. The Code
which are introduced can be detected and corrected bag@de of (n,k) code is defined as “(k/n)x100” and is less
on the remaining numbers. These codes are Forward Ertban 100%. At the decoding stage ,for a given Transition
Correction codes where the error rate is controlled viprobability, some erroneous digits pass through the decoder
forward transmission only. The (nBlock Code consists undetected. This probability is indicated by Probability of
of g number of Code words. As q = 2 ,the Code word&ndetected Error In this paper a new Systematic Double
contain Binary numbers ‘0’ and ‘1". In Systematic LinearError Correcting Linear Block Code is proposed called
Block code ‘k’ information bits are followed by ‘n-k =1’ the Data Negation codes. The Probability of Undetected
parity bits forming an ‘n’ bit Code word. The parity bits Error is calculated using MacWilliams Identities.

Channel coding refers to the class of signal transformatio
designed to improve the communications performance.
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Il. GENERATION OF CODEWORD obtained agM,;M,....M,PP,...PR,,]. The Parity bits

These codes are weight based codes represented as (n+a[R)obtained from the relation

codes with coding efficiency of less than 50%. The, For the message word of zero/even weight,
encodln_g procedure depends_ on weight of the message. P=M,+0;P,=M, +0..P =M, +0.

The weight of the message is the number of 1's present.

In Systematic Block Codes the parity bits are the linear For the message word with odd weight,
combination of message bits. In Data Negation codesthe P, =M, +1LP,=M,+1%..P, =M, +1. Thus, the
parity bit structure is not the same for all the codes because  encoding rule is

the weight is not same for all messages. These codes are
also referred as Systematic Codes with unequal Parity Bit
Structure.

The. ge.neral form of the (n+1k) Data Negatlon. For the message words with Odd weight, the parity
Code word is given by ;M ,.....M(RP,.....R P, where bits of the corresponding code word is the complement
M;M,.....M are the k message bits am#,......R, are of the message bits. Hence the name is Data
Negation codes.

for the message words with Zero/even weight, the
parity bits of the corresponding code word are same
as the message bits.

(n-k) parity bits where n = 2k+1 anB,,, is the Modulo-
2 addition of the message bits [3]. All the code words with even Message word length

The Polynomial description of the Code word isWill satisfy the relationC.P™ = PCT =[000..0},,, .All the

given as C(x) = M(x).P+Q(x), where M(x) is the messageode words with odd Message word length will satisfy
polynomial and P is the Primary matrix of order [kx2K] : T T T
and Q(x) is the secondary polynomial. The Primary Matrig"® relationCp  =PC" = [112.1],, where T and pr

is same for the message with Zero/Even weight and odif€ the transposed versions of the primary Matrix and the
weight. It is given as the first row of ‘P’ gy yk+t code vector C. If the length of the message bits is 5 then 5
. X ’

_ . _ parity bits are added according to the weight of the message
second row is, 4 yk+1, third row isyk 4 yk+3and thegth  \yord.

row is yk 4 p2. . DOUBLE ERROR DETECTION

The Secondary Polynomial is Q(x) and for message =~ CAPABALITY
with Zero/Even weight is given by Q(x) = 0 which is written

a These weight based codes can be used for the detection

of single errors and Double errors. Let the received code
0X% +0x* +...0x* +0x " +0xK 2 +0x**3 + ... +0x*The  \yord be

Secondary Polynomial for message with Odd weight is
given by R[M MM RP. R I:)|<+1]

QX)= 0% +0x* +..0x"  +1x** +1x2 +1xK*3 4 +1x% . The Parity bits of the received code word are

Modulo-2 added with the Message bits, i.e.
For an (n,k) Code the message polynomial is

M(x)=M,x° +M,x*+...M, x*.The Code polynomial P N
Olc)=Max” M+ My + B4 By R Modulo - 2addedSum (Lengthisof kbits)
In the Matrix form, the code word of '’ bits length The structure of the Parity bits is decided based

is given by C = M.P+Q, where ‘M’ is the message wordgp the Modulo-2 added sum.
‘P’ is the Primary Matrix of order (kx2k) and ‘Q’ is the

Secondary Matrix of order (1x2k). If the parity bits of the received code word are

same as message bits,

For the m e rds of ro/even ight,. .
° e message words of zero/ev Welg () Under error free reception, the above Modulo-2

P =[lac: Vot Joxze @ndQ = [{00.... }1,4{00... } 4 i For the added sum consists of all zeros.

message word of odd weight, Primary Matrix being theiy  ynder the reception with single error, the above

same andQ = [{00.... },, {11...}.. |, The code word is Modulo-2 added sum consists of (k-1) number of 0’s
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and a single 1. 3)

If the Parity bits of the received code word are
the Complements of the message bits,

K+1) 1+2+3+...+k+(2k+1) =0
K+2) (k+1)+(k+2)+...... (2k+1) =1

() Under error free reception, the above Modulo-2ryq condition for even length message word

added sum consists of all ones.

() Under the reception with single error, the above
Modulo-2 added sum consists of (k-1) number of 1's
and a single 0. 1)

If this sum consists of a single 1 and (k-1) numbef)
of zeros or a single 0 and (k-1) number of 1's, it indicate8)
the presence of single error in the received code word.
The occurrence of the single error can be detected using
the Data Negation Codes.

If this sum consists of 2 number of 1's and (k-2)°
number of zeros or 2 number of 0’'s and (k-2) number of
1’s, it indicates the presence of double error in the receiveld
code word. The double errors occurring in some rando
bit pairs in the received code can be corrected by making
the code as (n+1,k) code .One extra parity bit is adde
which is the Modulo-2 added sum of ‘k’ message bits. The

proposed code can correct single bit error QW@IP,)
random double bit pairs in the received code word where i

For the code word whose message word is of zero/
even weight

1+(k+1) =0
2+(k+2)=0

K+1) 1+2+3+...+k+(2k+1) =0
K+2) (k+1)+(k+2)+...... (2k+1)=0

For the code word whose message word is of odd
weight

1+(k+1) =1
2+(k+2)=1

K+1) 1+2+3+...+k+(2k+1) =0
K+2) (k+1)+(k+2)+...... (2k+1)=0
Any deviation from the above conditions indicates

=1,2,....kandj=1,2,.....k. Also the condition for the indexthe presence of error in the received code word. For the

is i<j,k+1 and i<j.
IV. ERROR DETECTION AND CORRE-
CTION *

Under error free reception the received code word will
satisfy (k+2) number of conditions. These conditions are
the Modulo-2 sum of the message and parity bits along
with the extra parity bit added. Considering the bit positions

in the received code word (1 indicating, 2 indicating
M, ....etc)

The condition for odd length message word

received code the above conditions are computed .For the
occurrence of Double error

The position number commonly present in (k+1)th

condition and the jth condition in error (j being the
lowest of the two present where j=1,2,...k) will give
the position of the message bit that is in error.

The position number commonly present in (k+2)th

condition and the jth condition in error (j being the
highest of the two present where j=1,2,...k) will give

the position of the parity bit that is in error.

. For the code word whose message word is of zerd7or the occurrence of single error

even weight *
1) 1+(k+1)=0
2) 2+(k+2)=0
K+1) 1+2+3+...+k+(2k+1) =0
K+2) (k+1)+(k+2)+...... (2k+1)=0

« For the code word whose message word is of odd
weight

1) 1+(k+1)=1
2) 2+(k+2)=1

The position number commonly present in (k+1)th

condition and the jth condition in error will give the
position of the message bit in error.

The position number commonly present in (k+2)th
condition and the jth condition in error will give the

position of the parity bit in error.

The deviation from error free condition indicates

the presence of errors. The conditions differing are “
ERROR CONDITIONS” represented by “E” and the
“CORRECT CONDITIONS” are represented by “C”.
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V. ILLUSTRATIONS Applying the Error free conditions for R

1. Letthe received code word of (11,5) code b - MI1+P1=0—E—()
« M2+P2 =1—C—(2)

M3+P3 = 1—C—(3)

R=M,,M,,M;,M,,M,P,P,,P;,P,,P;,P, =00111010110

The structure of parity is checked using the Modulo-"

2 addition of the message bits and the parity bits. «  M4+P4 = 1—C—(4)
00111 o M5+P5 = 0—E—(5)
++ ++ + o« M1+M2+M3+M4+M5+P6 = 1—E—(6)
01011 « P1+P2+P3+P4+P5+P6 = 0—E——(7)
01100 The bit commonly present igh condition and

Modulo-2 sum consists of two number of 1's andthe s condition (1 being the lowest of the two present

(k-2) zeros and indicates that the parity bits are same %erej = 1,5) is M1 and indicates that it is in error.
message bits and weight of the message word is even.

Two number of ones indicates double error. The bit commonly present igth condition and
Applying the Error free conditions for R the gth condition (5 being the highest of the two present
e M1+P1=0—C—(1) where j = 1,5) is P5 and indicates that it is error.
e M2+P2 =1—E—(2) Hence the bit pair (M1,P5) is in error and the
R M3+P3 = 1—E—(3) corrected R=00111110001.
. M4+P4 = 0—C—(4) 3. Letthe received code word of (11,5) code be
« M5+P5 = 0—C—(5) R=M;,M,,M;,M,,M¢,P,P,,R,;,P,, P, P, =00011111101
e M1+M2+M3+M4+M5+P6 = 1—E—(6) The structure of parity is checked using the Modulo-
. P1+P2+P3+P4+P5+P6 = 1 E @) 2 addition of the message bits and the parity bits.
00011

The bit commonly present igh condition and 4+
the ond condition (2 being the lowest of the two present 11110
where j = 2,3) is M2 and indicates that it is in error. i1 101

The bit commonly present ig™ condition and Modulo-2 sum consists of single number of 0 and

the 3@ condition (3 being the highest of the two presentk-1) ones and indicates that the parity bits are complement
where j = 2,3) is P3 and indicates that it is error. of message bits and weight of the message word is odd.

_ _ . Single 0 indicates the occurrence of single bit error.
Hence the bit pair (M2,P3) is in error and the

corrected R = 01111011110 Applying the Error free conditions for R

2. Letthe received code word of (11,5) code be . MI1+P1=1—-C—(1)
« M2+P2 =1—C—(2)

M3+P3 = 1—C—(3)

R=M;,M,,M;,M,,M,P,P,,P;,P,, P, P, =1011111001 1

The structure of parity is checked using the Modulo-"

2 addition of the message bits and the parity bits. «  M4+P4 = 0—E—(4)
10111 . M5+P5 = 1—C—(5)
T . M1+M2+M3+M4+M5+P6 = 1—E—(6)
11001 o P1+P2+P3+P4+P5+P6 = 1—C—(7)
01110

The bit commonly present ig" condition and

Modulo-2 sum consists of two number of 0's andy, 4™ condition is M4 and indicates that it is in error.
(k-2) ones and indicates that the parity bits are complement the sinale bit M4 is i dth ted
of the message bits and weight of the message word'i nce the singie bi IS In errorand the correcte
odd. R = 0000111101
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VI. WEIGHT ENUMERATOR AND PROBA- VI. CONCLUSION
BILITY OF UNDETECTED ERROR In this paper, a new Systematic Double Error Correcting

Undetected errors occur when the Decoder fails to detektnear Block Code is proposed called the Data Negation
the presence of errors. If the coding scheme is used fépdes. Random errors occurring up to Double errors can
error detection on a Binary Symmetric Channel, thée detected.

Probability of an undetected Errd,, (E)is obtained from In implementing the DN codes, complex

the weight enumerator of the code {Ai}. If the code ‘C' Mathematical rules are not required. Only Negation
contains Ai number of code words of weight ‘i’ the Weightoperatlon is used in generating the parity bits required for
Enumerator A(z) of the code is defined as detection. Performance of DN code is checked in terms

of P,4(E) Transmission of the data is done and Error rate

is controlled using FEC. At the receiving end errors can be
f detected and corrected if proper decoding scheme is
designed with minimum operations. The Coding efficiency
. of the proposed coding scheme is 47%.The code rate
P,(E)= (1_p)“_z[A[p/(1—p)]—1] where z = p/1-p increases as the number of data bits are increased. The

=1 increasing demand of improved data rate and reliability in
Where p is the Transition probability. It is the modern wireless communication systems is pushing next-

probability that a transmitted ‘0’ is received as ‘1’ andgeneration standards toward error correction techniques
vice-versa. with good performance.

N is the number of code bits in the Code word. The set @ EEERENCES
weight distributions for an (11,5) DN code is

A(z):iAi.zi

Using Mac Williams identity, the probability o
undetected error is computed from A(z) and is given as

[1] B P Lathi, Oxford University press,1998, Il edition,
_{A01A11A2’A31A4’A51A61A7’A81A91A1_01A11} Rl “Modern Digital and Analog Communication
i.e. the No. of Code words of zero weight =1,No.of code  gystems”

words of weight four = 10, No. of code words of weight . . .

five = 1, No. of code words of weight Six = 15, No. of[z] Graham W"’.lde’ Cambrldge' University Press,1994
code words of weight Eight = 5. “Signal Coding and Processing”.

P Srihari, Ph.D. dissertation,” Data Inverting codes-

: - [3]
The weight Enumerator of the code is A Binary Channel Coding Scheme,” Jawaharlal Nehru

A(z)=1+10z* + 2° +152° +57° Technological University, Hyderabad, May 2006.
The Probability of the undetected error is[4] N Shribala, Dr P Srihari ,Dr B C Jinaga, “Performance
Py (E)= (1~ p)* |+ 10(p/1- p)* + (p/1-p) +15(p/1-p)’ +5(p/1-p) -1 Analysis of Data Negation Codes for Cognitive

Radio”, International Journal of Scientific Engineering

The P4(E) calculations for different Transition and Technology(IJSET), Volume No. 2, Issue No.

Probabilities(p) are as follows: 4,pp:234-239,ISSN :2277-1581.
P 107 10 107 107 [5] N Shribala, Dr P Srihari ,Dr B C Jinaga,“Data
Pa(E) | 4925x107  9.331x10°  9.931x10° | 1109x107 Negation Codes — Binary Channel Coding Scheme
for Cognitive radio” 4&#Mid-Term Symposium, 2013
It is seen that for a transition probability g (MTS-2013) IETE Hyderabad .

over a BSC, the®,,(E) tells that ,out of|i2 code digits,

there are on average 2 erroneous digits that pass through
the decoder undetected when (11,5) Data Negation code
is used.
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An Embedded Real - Time Finger - Vein Recognition System for
Mobile Devices

™ [/ABSTRACT

T.P.SURESH In consideration of emerging requirements for information protection ,bio  frics,

PG STUDENT, | which uses human physiological or behavioral features for pergonal
Embedded Systems| jdentification, has been extensively studied as a solution to security issues.
Department However, most existing biometric systems have high complexity in time or|space
ECE, S\V.C.E.T | or both, and are thus not suitable for mobile devices. In this paper, we progose a
Chittoort real-time embedded finger-vein recognition system for authentication on mobile
Andhra Pradesh, Indi devices.

The system is implemented on a DSP platform and equipped with a novel
finger-vein recognition algorithm. The proposed system takes only about 0.8
E-mail: seconds to verify one input finger- vein sample and achieves an equal errgr rate
sureshtoO1la@gmail.con (EER) of 0.07% on a database of 100 subjects. The experimental [esults
demonstrate that the proposed finger-vein recognition system is qualified for
Y, authentication on mobile devices.

\

=<

O

. INTRODUCTION for consumer electronics applications, biometrics

. ) L . i . authentication systems need to be cost-efficient and
Private information is traditionally provided by using easy to implement [5]

passwords or Personal Identification Numbers (PINS), _ o o . )

which are easy to implement but is vulnerable to the risk The finger-vein is a promising biometric pattern

of exposure and being forgotten. Biometrics, which use®" Personal identification in terms of its security and
human physiological or behavioral features for persongonvenience [6]. Compared with other biometric traits, the

identification, has attracted more and more attention arf'9er-vein has the following advantages [7]: (1) The vein
is becoming one of the most popular and promisiné hidden inside the body and is mostly invisible to human

alternatives to the traditional password or PIN base8YeS: S0 itis difficult to forge or steal. (2) The non-invasive

authentication techniques [1]. Moreover, some multimedignd contactless capture of finger-veins ensures both
content in consumer electronic appliances can be securégnvenience and hygiene for the user, and is thus more
by biometrics [2]. There is a long list of available biometriccceptable. (3) The finger-vein pattern can only be taken

patterns, and many such systems have been develogg)" @ live body. Therefore, itis a natural and convincing
and implemented, including those for the face, irisPrOOf that the subject whose finger-vein is successfully

fingerprint, palmprint, hand shape, voice, signature, and gaft@Ptured is alive.

Notwi-thstanding this great and increasing variety of We designed a special device for acquiring high

biometrics patterns, no biometric has yet been developeglality finger-vein images and propose a DSP based

that is perfectly reliable or secure. embedded platform to implement the finger-vein recognition
The greatchallenge to biometrics is thus tgystem in the present study to achieve better recognition

improve recognition performance in terms of both accuracjerformance and reduce computational cost.

and efficiency and be maximally resistant to deceptivel. OVERVIEW OF THE SYSTEM

practices. .
The proposed system consists of three hardware

_ To this end, many researchers have sought tg,qqyles: image acquisition module, DSP mainboard, and
improve reliability and frustrate spoofers by developing,;man- machine communication module. The structure
biometrics that are highly individuating; yet at the SaM@iagram of the system is shown in Fig. 1. The image
time, present a highly complex, hopefully insuperable,;qisition module is used to collect finger-vein images
challenge to those who wish to defeat them [4]. Especiallfhe pSp mainboard including the DSP chip, memory
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(flash), and communication port is used to execute th&enerally, finger-vein patterns can be imaged based on
finger-vein recognition algorithm.communicate with thethe principles of light reflection or light transmission [8].
peripheral device. The human- machine communicatiop/e developed a finger-vein imaging device based on light
module (LED or keyboard) is used to display recognitioRransmission for more distinct imaging.

results and receive inputs from users. . I .
Our device mainly includes the following modules:

] | a monochromatic camera of resolution 580 x 600 pixels,

mage hom Fi“ﬂgfaééi"; ?f&"éﬁ?'ﬂ?;ﬂh N Re{*ggsndﬂon; Fuman-mac daylight cut-off filters (lights with the wav_elength !ess than
Device | Y| communication port) : v| module 800 nm are cut off), transparent acryl (thickness is 10 mm),
I Image normalization and the NIR light source. The structure of this device is
:__aidinat_chfg'_. o __: illustrated in Fig. 3. The transparent acryl serves as the
Fig.1 : The hardware diagram of the proposed platform for locating the finger and removing uneven
system. illumination.The NIR light irradiates the backside of the
I f ' finger. In [9], a light-emitting diode (LED) was used as the
irr;]pal(f;tesl r\]/vgi(tetg ilrr%paugteg Cvgi% illumination source for NIRlight. Withthe LED illumination
corresponding ID corresponding 1D source, however, the shadow of the finger-vein obviously
T appears in the captured images. To addresg{bisiem,
Segmentation Se mlentation an NIR laser diode (LD) was used in our system
and alignment and afignment Compared with LED, LD has stronger permeability
& Vv and higher power. In our device, the wavelength of LD is
Enhancement Enhancement _808 nm. Fig. 4 shoyvs an exgmple raw finger-vein
image captured by using our device.
Featurjextra = x
; s Feature extra- IR Camera
MIR Rlver

— Whits acryd
kil

Fig.2 : The flow-chart of the proposed recognition =
algorithm. Fig. 3 : lllustration of the imaging device.

eature
Templates

The proposed finger-vein recognition algorithm
contains two stages: the enrollment stage and the
verification stage. Both stages start with finger-vein image
pre-processing, which includes detection of thregionofinte
rest (ROI), image segmentation, alignment, and enhan-
cement For the enroliment stage, after the pre-processing
and the feature extraction step, the finger-vein template
database is built. For the verification stage, the input finger-
vein image is matched with the corresponding template  Fig. 4 : An example raw finger-vein image
after its features are extracted. Fig. 2 shows the flow captured by our device.
chart of the proposed algorithm. Some different methodﬁl PROPOSED ALGORITHM
may have been proposed for finger-vein matching. '

. IMAGE ACQUISITION A. Image Segmentation and Alignment

To obtain high quality near-infrared (NIR) images, aspeciﬁ_ecaluse 'the po_sm_on of f'_”‘-?ers usually varies across
ifferent finger-vein images, it is necessary to normalize

device was developed for acquiring the images of the fingeg- , _ _
vein without being affected by ambient temperaturd€ Images before feature extraction and matching.
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The bone in the finger joint is articular cartilage.B . Image Enhancement
Unlike other bones, it can be easily penetrated by NIR

light. When a finger is irradiated by the uniform NIR Iight,_The seg_mented finger-vein _ima_ge is the_n enhgnceq to
the image of the joint is brighter than that of other parts MProve its contrast as shown in Fig. 7. The image is resized
to 1/4 of the original size, and enlarged back to its original

~ Therefore, in the horizontal projection of a finger-gj;e Next, the image is resized to 1/3 of the original size
vein image, the peaks of the projection curve correspongy recognition. Bicubic interpolation is used in this resizing

to the approximate position of the joints (see Fig-5).  procedure. Finally, histogram equalization is used for
Since the second joint of the finger is thicker tharenhancing the gray level contrast of the image.

the first jOint, the peak value at the second jOint is IeS§/ EXPERIMENTAL RESULTS
prominent. Hence, the position of the first joint is used for

determining the position of the finger. A. Dataset
160 ' ' ' ' ' To the best of our knowledge,is no public finger vein image
140 database has yet been introduced. We constructed a finger-
g 120 vein image database for evaluation, which contains finger-
‘§ 100 vein images from 100 subjects (55% male and 45% female)
£ 80 from a variety of ethnic/racial ancestries. The ages of the
L;* 60 subjects were between 21 years old and 58 years old. We
‘g 40 collected finger-vein images from the forefinger, middle
N 20 finger, and ring finger of both hands of each subject. Ten
= 0 i images were captured for each finger at different times
20 \ \ \ \ \ (summer and winter). Therefore, there were atotal of 6,000
0 50 100 150 200 250 300 finger-vein images in the database. Fig.8 shows some

The row of image example finger-veinfromdifferentfingers.
Fig. 5 : Horizontal projection of the raw image. P

-

= % i
Fig.6 : The segmented ROI of the finger-vein image. - ,:

The alignment module includes following steps. '
First, the part between the two joints in the finger-vein Fig. 8 : Finger-vein images from different fingers
image segmented based on the peak values of the horizontal after preprocessing
projection of the image. Second, a Canny operator with _
locally adaptive threshold is used to get the single pixép. Performance Evaluation
edge of the finger. Third, the midpoints of finger edge _ _ _
are determined by edge tracing so that the midline can J&'€r€ are two types of errors in matching results in
obtained. Fourth, the image is rotated to adjust the midlin@ometric verification. The first is false rejection, which

of the finger horizontally. claims a genuine pair as impostor, and the second is
Fangrr o bwngr

falseacceptance, which claims an impostor pair as genuine.

Ervier in 1 sl thr Sl opimad Ser

— These two types of errors are in a trade-off relationship.
i In biometrics, the performance of a system is evaluated

Frskim b 100 il i Dl s W

by the EER (equal error rate). The EER is the error rate

when the FRR (false rejection rate) equals the FAR (false

| Hrsegiam

OO [PPSR

acceptance rate) and is, therefore, suitable for measuring

Fig. 7 : The procedure of our method for image the overall performance of biometric systems because the
enhancement. FRR and FAR are treated equally.
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C. Comparison with previous Methods

Miura et al. [19] used a database that contained 678
R 2 different infrared images of fingers. These images were
05 |-eeferebee Ve obtained from persons working in their laboratory aged 20
] SUUUIOUNNE SO0 WSO SO to 40, approximately70% of whom were male. Song'’s [20]
' SN finger-vein image dataset contained 1,125 images collected
: using an infrared imaging device they built. Nine images
] were taken for each of 125 fingers. Compared with these
Threshold (L acunarity) databases, ours is larger and the data-collection interval is

Fig. 9 : The FAR and FRR curves of the methods longer. Thus, our database is more challenging. Moreover,
based on (a) blanket dimension and (b) lacunarity, Our system is implemented on a general DSP chip. Table 1
respectively shows that the average times required for feature extraction

The curves of FRR and FAR were used oand matching in our system are 343 ms and 13 ms,

evaluate theerformance of our proposed method. Fig. g{espectively. For the whole system, plus the time for is a

shows the FAR and FRR curves corresponding to the thBtle bit more complicated than that in Song’s method, our

methods based on blanket dimension and lacunarit ystem achieves an EER of 0.07%, indicating that our

respectively. From Fig. 9, it can be seen that the EER ethod significantly outperforms previous methods image

the two methods are 0.155% and 0.146%, which are Sim"é‘l{;\pturmg, the time required for the authentlcatlon of g user
Is less than 0.8 s. Although the feature extraction in our

bi H(;)wr?veé,Rv';h_endthe twodkindosoo7fo/featurehs alfystem is a little bit more complicated than that in Song’s
combined, the IS decreased to 0. 70, @S SNOWN Yanod our system achieves an EER of 0.07% indicating
Fig. 10.Because the proposed finger-vein

) T _ recan't'ofhat our method significantly outperforms previous methods.
system is targeted for application in mobile devices,

ERR(%)

according to [18] the energy efficiency of the system is Table 1
very important. RECOGNITION RATE AND RESPONSE TIME
When the proposed system is idle, the power Mehod | Sample EE time
consumption of DSP is about 42.72milliwatts (mwW), and numbe#finger( R(% _
the power consumption of the whole system is under 7P Himage per ) Feature | Matchi
mW in standby mode. In full active model, the power finger extractio | ng
consumption of the aforementioned model is 1636.4 mW. o, 600(* 10) 0.07 | 343ms 13ms
On average, the actual power consumption of the proposeghethod
system is no more than 1.5 watts. Miuras | 678(*2) 014 | 450ms 10ms
The lower power consumption of the proposed| method 5
system means that it is very efficient and is thus very songs | 125(*9) 025 | 118ms | 88ms
swta:)tilefor mobile consumer e’lectronlc devices. VI. CONCLUSION
ot \\ ! .---iii The present study proposed an end-to-end finger-vein
\ / recognition system based on the blanket dimension and
014 S 7 lacunarity implemented on a DSP platform. The proposed

system includes a device for capturing finger-vein images,
a method for ROI segmentation, and a novel method
combining blanket dimension features and lacunarity
features for recognition. The images from 600 fingers in
the dataset were taken over long time interval (i.e., from
summer to winter) by a prototype device we built. The
,/ experimental results showed that the EER of our method
o was 0.07%, significantly lower than those of other existing
= = methods. Our system is suitable for application in mobile
Threshold devices because of its relatively low computational
Fig.10 : The FAR and FRR curves of the method complexity and low power consumption.
combining the blanket dimension and lacunarity.
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Design and Implementation of Universal Data Converter

™ (ABSTRACT

T.NEERAJA A universal data converter is designed using PHILIPS 89V51RD2BI hicro

Dept of Electronics and | controller liquid crystal display (LCD), 8051 development board, etc. This system
Communications | generates seven different number system codes for any given input data. The

R K College Of | Program for micro controller is developed in embedded C- language and is
converted to HEX file using keil U vision2 cross compiler. This system can perform

Engineering ) _ . ) o .
56 conversions which are mostly used in industrial applications. The input number
Kethanakonda, | qystem and the output number system are selected among eight number systems L
Ibrahimpatnami | comparing these two 8-bit code word is generated .by using code word data is
Vijayawada

converted from the given number system to desired number system.
Key words

Liquid crystal display (LCD), PHILIPS 89V51RD2BN micro controller, 8051
development board, keil U vision2 cross compiler.

-

-

tarugonda.niraja@gmail.con

1. INTRODUCTION In HTML, (as well as in CSS and other web

languages) color code is in hexadecimal and is preceded

A number system defines a set of values used to repres%g,t# in the format # RRGGGBB. Gray code is designed
quality. Number system have prominent role in everydayo minimize errors during the transitions working in
life such as communication, business dealings, trafﬁﬁldustries

control, space guidance, medical treatment, and internet,

weather identification and many other commercial, For display purpose each decimal digit is often
industrial and enterprises. represented by 4-bit binary number in a system called binary

. ... .. coded decimal (BCD).the octal (base-8) and hexadecimal
Many number systems are in use in digital ase-16) number systems are both used for same purpose
technology. The most common are the deqmal, binary, OCI% rovides efficient means to representing the large binary
and hexgde_mmal systems. Undergtandlng_ the_s_e NUMBS)stem. Binary number system also helps in encryption,
systems is important because their use simplifies othef. .\« programming, and hardcore particles like hex
complex topics including Boolean algebra and logic deSigréditing. For every application like HTML browsers, jpg

s!gngd numeric representaﬂo_ns and character code d'g'm‘és, power point presentations and data link layers (DLLS)
circuit s are inherently binary in nature. in computer networking

Ir_1 present c_alculators, we have (_)ctal, decimalz DESCRIPTION OF NUMBER SYSTEM
hexadecimal and binary conversions, which are used by

students, but for scientific and communication purpose, widumber systems, decimal, binary, octal, hexadecimal, gray,
need more conversions. so we tried to develop a unig@xcess-3, BCD-8421, BCD-2421.

converter which converts the data from one form to oth
form covering almost all number systems used in industria
application. Decimal number system

Unlike general purpose scientific calculators whergn decimal number system we can express any decimal
multiple key selection is required to shift between numbergymper in units, tens, hundreds, thousands and so on. For
system provides unique and simple key selection tgxample the decimal number 5678.9 can be written as
generate desired output and thus making the system eagg.910 where the 10 is radix or base. It is very important

to use without much skills. This is particularly helpful for hecause it is universally used to represent quantities outside
technicians working in industries. a digital system.

verview
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Binary number system Excess-3 code

Decimal number system with its ten digits is a base-teBxcess-3 code is a modified form of a BCD numbers. The

system. Similarly, binary system consists two digits is alsexcess-3 code can be derived from the natural BCD code
a base- ten system. The two binary digits (Bits) are 1 aru adding 3 to each code number. For example, decimal 12
0.like digital system, in binary system each binary digitan be represented in BCD as 0001 0010. Now adding 3
commonly known as bit, has its own value or weight. Ino each digit we get excess 3 codes as 0100 0101(12 in
binary system weight is expressed as a power of 2.  decimal).

Octal number system 3. BLOCKDIAGRA

The octal number system uses first eight digits of decimal cevnad Micro

number system 0, 1,2,3,4,5,6,7. eypad =1 contrpller [ LCP

Hexadecimal number system Through keypad selecting the input number system

_ . to _the output number system. Keypad is connected to
The hexadecimal number system has a base 16 having J&-qcontroller.

digits:0,1,2,3,4,5,6,7,8,9,A,B,C,D,E and F. it is another _
number system that is particularly useful for humars-1 Conversion table
communications with a computer. Although itis somewhaghe program is dumped in micro controller.Here the

more difficult to interrupt than the octal number system, agicrocontroller is P89V51RD2BN. The output is displayed
it has become the most popular. Since base is a power gf | cp.

2(24), it is easy to convert hexadecimal numbers to binary Decimal | Binary [ Hexa | Octal | Gray [ EXCESS- | BCD | BCD2421
Decimal Code | 3 8421
and vice versa. dedmal | NV |1 2 3 |4 |5 6 |7
Binary | 8 NV 9 10 11 12 13 14
Gray COde Hex 15 16 NV 17 18 19 20 21
. . . . dwnﬂl
Gray code is special case of unit-distance code. In unifoca | 2 B |24 NV |25 |26 27 |28
distance code, bit patterns for two consecutive numbe 'S"rgg 2 EUN 32 [NV [33 TN
. . . e [od]
differ in only one bit position. These codes are also calle[Exces [ RS 3P 40 [NV a2
cyclic cgdeg. GI?.){ code are wu;iely.used to famhtatg grr & pTR—T pTog Broam b YA T
correction in digital communications such as digitall 84t
i L BCD 50 51 52 53 54 55 56 NV
terrestrial television and some cable TV system and alga42t
used in labeling the axes of karnaugh maps. 3.2 Table:OUTPUT NUMBER SYSTEM
BCD-8421 DECIMAL | Binay | Octal | 1O® I pcesss | B0 | BoD2421
0 0000 0 0 0000 0011 0000 0000
BCD is an abbreviation for binary-codded-decimal.BCD| 1 oor| 1 1 oo1| owo0| o1 oo
is a numeric code in which each digit of a decimal numbgr_2 oio] 2 2 oit] o1 0010 0010
. . , 3 0011 3 3 0010 0110 0011 0011
is represented by a separate group of bits. The most—; a0l 2 2 ol ol ool oo
common BCD code is 8421 BCD, in which each decima] s oo1| 5 5 o111  1000] o1 o101
digit is represented by a 4-bit binary number. It is called—° oo} 6 6 o1,  1001] OMOj 100
. . . . 7 0111 7 7 0100 1010 0111 1101
8421 BCD because the weight associated with 4-bit are—; 0 ol s ol o] moo| o
8421 from left to right. This means that, bit 2 has weight 4, o w01 u| o mor| 100 1001| uu
bit 1 has weight 2 and bit 0 has weight 1. 0 oo, el oAl uml W hd hd
11 1011 13 B 1110 NV NV NV
BCD-2421 12 no| 14| ¢ 00| NV NV NV
. . . 13 1101 15 D 1011 NV NV NV
The 2421 BCD is another self complementing code. Unlike ™ 1 nwo| 16| E 001] NV NV NV
excess-3, it has the additional feature that its 4-bit code *° el I S Ioo] N hid NV

groups are weighted. Since two positions have the samre  Applications

weight, there are two possible bits patterns that could R&,mynicatiorto facilitate error correction in digital

used to represent some decimal digits, but only one of thoggmmunication such as digital terrestrial television and some
patterns is actually assigned. cable TV system, it can be used.
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By using this micro controller based universal code
converter we can get 56 conversions it can be further
enhanced by adding more conversions which are very useful

It finds its application in industry, research and
development, education laboratory

Internet- in different web languages such as

HTML and CSS, to develop any application it can be used? résearch and development purpose.

Whether identification, and many other business' -
related (money counting, message display), in small and
large industries and enterprises.

5. Requirement Specification 2.
Hardware Required 3.

Power supply 5-volts, pc, keil cross complier, RS-232 serial
cable, jumper and wires. 4.

6. Conclusion & Future scope

Micro controller based universal data converter is.
constructed using easily available components and is ve

useful tool for code conversion, error detection in data’
transmission and many more applications. It finds itd -
application in industry, research and development, educati@
and laboratories etc. The designed system is very handy,
cost effective, and reliable and very is to use for quick

conversion .therefore enthusiasts researches and students

can use this system.
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Heart Rate Variability Analysis Methods

™ /ABSTRACT

Mr. Amish Mall| | Heart Rate Variability (HRV) is a non-invasive tool which can be used fi  study

M.E. Student (EXTQ) | of many physiological features of human body. Basically heart rate variabiljty is

D. J. Sanghvi College of | @ non str?ltion_ary signal _Whos_e variation may _contain indication of current digease
Engineerind | OF €ven imminent cardiac diseases. These indications may be present for| whole

day or may be present during certain times of day. Thus it is very strengus to
analyze the data whole day and pinpoint or pick out the abnormality out off such
Email : huge amount of data. HRV can be analysed in time, frequency and nonilinear
amishmall89@gmail.com | domain.

~—

Ville Parle, Mumba

Keywords

Heart rate variability, Time domain and Frequency domain analysis, Autoromic
nervous system
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l.  INTRODUCTION [Il. INTERPRETATION OF ECG

Heart rate variability (HRV) is a heart rate fluctuations

about mean heart rate and is useful in investigating
sympathetic and parasympathetic functions of autonomic
nervous system and thus it tells risk of sudden cardiac
death. Thus HRV is ability to access overall cardiac health
and state of autonomic nervous system. HRV is a reliable p T

reflection of the many physiological factors modulating the AN /\_

normal rhythm of the heart. It provide a powerful means | 0 V
S

R

of observing the interplay between the sympathetic and
parasympathetic nervous systems. It shows that the |
structure generating the signal is not only simply linear, but | |

also involves nonlinear contributions. Heart rate (HR) is a

non stationary signal; its variation may contain indications Figure 1 : Typical ECG signal (Adapted from [6])

of current disease, or warnings about impending cardiac P wave represents depolarization of atrial
diseases. The indications may be present at all times wusculature. Horizontal segment preceding P wave is
may occur at random during certain intervals of the day. Hesignated as baseline or isopotential line. QRS complex
is strenuous and time consuming to study and pinpoii$ the combined result of repolarisation of atria and
abnormalities in huge data collected over several hourdepolarization of ventricles which occurs almost
Hence, HR variation analysis (instantaneous HR again§tmultaneously. T wave represents ventricular
time axis) has become a popular noninvasive tool fgiepolarization whereas U wave (if present) is believed to

assessing the activities of the autonomic nervous systeff result of after potentials in ventricular muscle. P-Q

Computer based analytical tools for in-depth study ofdaﬂ§t$rva(|]| _rep;res;nt ;i_rk?e duringAQ//v hic(? eé(r:]itation évav:a ii
over daylong intervals can be very useful in diagnostics.e ayedin FUrkinj€ ibers near AV node. shape and polarity

. of each of these features vary with location of measurin
Therefore, the HRV signal parameters, extracted ano{ . ATy . g
ectrodes and cardiologist take readings at several

. ) . €
analyzed using computers, are highly useful in d'agnosnc%cations.
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Working of heart cells in the heart’s sino-atrial node. Parasympathetic activity,
rimarily resulting from the function of internal organs,

Our heart is made up of 4 chambers. The two upp fauma, allergic reactions and the inhalation of irritants,

cha_lmbers are called the left and right atria or auriqle%fecreases the firing rate of pacemaker cells and the HR,
Wh”e_the lower two _chambers are called the left a_nd N3 roviding a regulatory balance in physiological autonomic
ventricles. The atria are attached to the ventricles by, tion. The separate rhythmic contributions from
fibrous, non-conductive tissue that keeps the ventricle mpathetic and parasympathetic autonomic activity
electrically isolated from the atria. The right atrium and. 4 ate the heart rate (RR) intervals of the QRS complex
the right ventricle together form a pump to the circulat(?n the electrocardiogram (ECG), at distinct frequencies
bloc_)d tothe lungs. B_|O°d brings needed_ nutrients and oxyg mpathetic activity is associate'd with the low frequency.
to tissue, and carries away metab_ohc waste and carbg nge (0.04-0.15 Hz) while parasympathetic activity is
dioxide for excretion through the kidneys and the lungs, scociated with the higher frequency range (0.15-0.4 Hz)
respectively. Oxygen-poor blood is received through Iarggf modulation frequencies of the HR. This dif.feren(.:e in

veins called the superior and inferior vena cava and ﬂowﬁequency ranges allows HRV analysis to separate

It?lto ;[jh_e t”gtﬂt af[rlﬁtm. T?? Ir |gr_:_thatr!u[r]n contr_alctshand force§ympathetic and parasympathetic contributions evident.
ood into the right ventricle. The right ventricle then pUMPSHyis shoyid enable preventive intervention at an early stage
the blood to the lungs where the blood is oxygenated.,, . it is most beneficial

Similarly, the left atrium and the left ventricle together form _ _

a pump to circulate oxygen-enriched blood received fror{l- T echnigues of analyzing HRV
the lungs via the pulmonary veins to the rest of the bodyi.-
Pumping is performed with synchronised motion. The right
and left atria contract together to force-fill the ventriclesTwo types of HRV indices are distinguished in time domain
and then the right and left ventricles contract together tanalysis. Beat-to-beat or STV indices represent fast
forcefully pump blood to the lungs and other parts of thehanges in heart rate. LTV indices are slower fluctuations
body, respectively. The time duration during which thefewer than 6 per minute). Both of these indices are
ventricles contract is known as “systole” while the timecalculated from the RR intervals occurring in a chosen
duration during which the ventricles relax to receive bloodime window (usually between 0.5 and 5 min). From the
is called “diastole”. The left ventricle typically has aoriginal RR intervals, a number of parameters can be
muscular wall about three times as thick as that of thealculated such as SDNN, the standard deviation of the
right ventricle because it has heavier workload to circulatdN intervals, SENN is the standard error, or standard error
blood to the rest of the body. The muscle wall of the heaaf the mean, SDSD is the standard deviation of differences
is made up of three layers. The inner layer, called theetween adjacent NN intervals, RMSSD, the root mean
endocardium, lines the chambers of the heart. The centsguare successive difference of intervals, pNN50%, the
layer is the myocardium, which forms the bulk and providesumber of successive difference of intervals which differ
the contractile force for pumping. This layer of myocardiunby more than 50 ms expressed as a percentage of the total
is further divided into the subendocardial area which is theumber of ECG cycles analyzed. The statistical parameters
inner half of the myocardium, and the subepicardial are§DNN, SENN, SDSD, RMSSD, NN50, and pNN50% can
the outer half. The outermost layer of the heart walbe used as time domain parameters. Geometrical methods
overlying the myocardium is called the epicardium. Thegresent RR intervals in geometric patterns and various
entire heart is encased in a thin membrane called the ser@gproaches have been used to derive measures of HRV
pericardium, which is made up of 2 layers viz the viscerdrom them. The triangular index is a measure, where the
(inner) and parietal (outer) pericardium. Pericardial fluidength of RR intervals serves as the x-axis of the plot and
between these 2 layers minimizes friction against heatihe number of each RR interval length serves as the y
movements as the heart beats. Action potential in heaakis. The triangular interpolation of NN interval histogram
originates near top of right atrium called pacemaker ofTINN) is the baseline width of the distribution measured

ime domain analysis

sinoatrial (SA) node. as a base of a triangle, approximating the NN interval
_ distribution (the minimum of HRV). This triangular index
Autonomic nervous system had a high correlation with the standard deviation of all

The ANS have sympathetic and parasympathetiBR intervals. But it is highly insensitive to artifacts and

components. Sympathetic stimulation, occurring in respon&StOPIC beats, because they are left outside the triangle.
to stress, exercise and heart disease, causes an incréddg reduces the need for preprocessing of the recorded
in Heart Rate by increasing the firing rate of pacemakéfata. The major advantage of geometric methods lies in
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their relative insensitivity to the analytical quality of themap, phase delay map and Lorenz plot. Poincaré plotis a
series of NN intervals. valuable HRV analysis technique due to its ability to display
nonlinear aspects of the interval sequence. Poincaré plot
analysis is an emerging quantitative-visual technique
The time domain methods are computationally simple, bwhereby the shape of the plot is categorized into functional
lack the ability to discriminate between sympathetic andlasses that indicate the degree of heart failure in a subject.
para-sympathetic contributions of HRV. These studies dfhe plot provides summary information as well as detailed
HRV employed the periodogram or fast Fourier transfornbeat-to-beat information on the behavior of the heart.
(FFT) for power spectral density (PSD) estimationCardiac systems are nonlinear in their function due to which
procedure consists of two steps. Given the data sequersigoport is increasing for nonlinear analysis techniques and
x(no<sn< N -1, the parameters of the method arequantitative descriptors. Due to all this Poincaré plot is

estimated. Then from these estimates, the PSD estimdt&coming a popular technique due to its simple visual
is computed. But these methods suffer from spectraterpretation and its proven clinical ability as a predictor
leakage effects due to windowing. The spectral leakagef disease and cardiac dysfunction.

leads to masking of _Weak signal that are present in theac rrence plot

data. The parametric (model based) power spectrum

estimation methods avoid the problem of leakage angecurrence plot (RP) is a graph which shows all those
provide better frequency resolution than nonparametric dimes at which a state of the dynamical system recurs. In
classical method. AR method can be used for the analysher words, the RP for a given moment in time reveals all
of frequency domain. In AR method, the estimation of ARhe times when the phase space trajectory visits roughly
parameters can be done easily by solving linear equatiot® same area in the phase space. The knowledge of
In AR method, data can be modeled as output of a caus#insitions between regular, laminar or chaotic behavior is
all pole, discrete filter whose input is white noise. Theessential to understand the underlying mechanisms behind
advantage of FFT based methods is the simplicity ofomplex systems. While several linear approaches are
implementation, while the AR spectrum yields improvedPften insufficient to describe such processes, there are
resolution especia”y for short Samp|es_ Another propert§everal nonlinear methods which however require rather
of AR spectrum that has made it popular in HRV analysi$ng time observations. To overcome these difficulties, we
is that it can be factorized into separate spectrdlfopose measures of complexity based on vertical
components. The disadvantages of the AR spectrum asguctures in recurrence plots and apply them to heart rate
the complexity of model order selection and the contingencyariability data. Applying these measures to heart rate
of negative components in the spectral factorizationvariability data, we are able to detect and quantify the
Nevertheless, it may be advantageous to calculate thgminar phases before a life-threatening cardiac arrhythmia

spectrum with both methods to have comparable result®ccurs thereby facilitating a prediction of such an event.
. However, observational data of these systems are typically
Non-linear methods

rather short. Linear methods of time series analysis are
Recent developments in the theory of nonlinear dynamiaten not sufficient and most of the nonlinear techniques
have paved the way for analyzing signals generated frosuch as fractal dimensions or Lyapunov exponents have
nonlinear living systems. It is now generally recognizedirawback of dimensionality and require rather long data
that these nonlinear techniques are able to describe theries. To overcome these difficulties other measures of
processes generated by biological systems in a moeemplexity based on the method of recurrence plots (RP)
effective way. The technique has been extended here ave used.

study of_ variqus cardiac arrhythmias. The parameters IikBetrended fluctuation analysis

correlation dimension (CD), largest Lyapunov exponent

(LLE), SD1/SD2 of Poincare plot, Approximate EntropyDetrended fluctuation analysis (DFA) measures the
(ApEn), Hurst exponent, fractal dimension, a slope o€orrelation within the signal. The correlation is extracted
Detrended Fluctuation Analysis(DFA) and recurrencdor different time scales as follows. First, the RR interval
plots. time series is integrated where RR is the average RR
interval. Next, the integrated series is divided into segments
of equal length n. Within each segment, a least squares
Poincaré HRV plot is a graph in which each RR interval i#ine is fitted into the data. Let yn(k) denote these regression
plotted against next RR Interval. Thus it is a type of delajines. This computation is repeated over different segment
map. It is also known as Scatter plot, scattergram Retutengths to yield the index F(n) as a function of segment

Frequency domain analysis

Poincaré plot
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length n. Typically F(n) increases with segment length. A/ References
linear relationship on a double log graph indicates presence
of fractal scaling and the fluctuations can be characteriz

by scaling exponent (the slope of the regression line relating
log F(n) to log n).
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Heart rate variability analysis has become an important 1

tool in cardiology, because its measurements are o _ o _
noninvasive and easy to perform, have relatively goo@- http://en.wikipedia.org/wiki/electrocardiography
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patients with heart disease. HRV has proved to be a valuatle Signal Processing Methods for Heart Rate Variability,
tool to investigate the sympathetic and parasympathetic  Thesis by Gari D. Clifford, St. Cross College.
function of the ANS, especially in diabetic and post-

infarction patients. Spectral analysis of HR has clarified

the nature of diabetic autonomic neuropathy and of other

neurologic disorders that encounter the ANS. Nonlinear

parameters can be used to analyze the health of the

subjects. In the future, individual therapy adjustments to

aim at the most favorable sympathetic-parasympathetic

balance in post-infarction patients might be possible with

the help of HRV analysis.
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Design and Development of Embedded based pH Measurement
System for Soil Analysis

™\ /ABSTRACT
Dharmavaram Asha

Devi The objective of this paper is to design and development of Embedd |based
evi

system for pH measurement in soil samples. Almost all processes contairuiy water
Professor, Dept. of | have a need for pH measurement [1]. To attain high crop yields, farmers| must

Electronics and | condition their fields to the correct pH value. Soils can be naturally acidic or

Communication | alkaline and this can be measured by testing the pH value of the soil. Having the

Engineering | correct pH is very important for healthy plant growth. Hence, it is important to

understand more about soil pH, and to be aware of the long-term effects of different
soil management practices on soil pH [18-19]. In this present work done the data
acquisition system is implemented by using pH-ion selective electrode as a $ensing
device, signal-conditioning circuit, digitization unit, processing unit with a Rabbit
Core Module (RCM). The measured output can be monitored in dual mgnner:
stand-alone system and web based monitoring.
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—
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Email: Keywords
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) \EEW
. INTRODUCTION The emf produced is of the order of a few millivolts and it

is generally of the order of 59.16 millivolts/decade [8]. The

SO.” pH ”.‘f'“er.‘ces many f‘f"ce.‘?’."f crop productlon an%otential of the pH ion selective electrode slightly depends
soil chemistry, including availabilities of nutrients and toXiCy 1 the temperature of the solution also, which is to be
substances, activities and nature of microbial pOpUIationéompensated [18]. The emf genérated in the

and activi_ties of cc_ertain pesticides. Soil pH is_ o!efined a8|ectrochemical cell is given to a high input impedance
the negative logarithm (base 10) of the H+ activity (m0|e§mplifier [19]. The output of the amplifier, which is in

per Iite_r) in th«_a SOi.I solution [6-7]. AS_ the activity of H+in analog form, is converted in to digital form with the help of
the_ SO'! solution increases, the soil pH value decre_a;egnalog to digital converter [20]. An embedded processing
Soils with pH values below pH 7 are referred to as “acidic

; - > < -unit [21] is used to acquire process and display the results
and those with pH values ?bove p”H 7 as “alkaline, So'l_ﬁorresponding to pH concentration with appropriate
at pH 7 are referred to as neutral [8_]' Thus, a (_:hange 'f?\terfacing devices [22]. The necessary software to operate
soil pH due to the addition of an acid or base is usual%e system is developed in Dynamic C language [23]. In
much less than predicted by neutralization based only Re system, the result is displayed in two ways- one is on
the quantity of acid or base present in the soil solution (ELSCD and the second one is on the web page at both local
given by the soil pH). Lime requirement tests for soilsand remote systems. The web page design is based on
which generate recommendations for effecting relativel¥| per Text Markup Language [25-26]. To provide online
long-term changes in soil pH, are designed to evaluate thg,mnication, Apache web server software [24] is also
buffering power of soils [12-15]. used in the local system with internet connection.

In the present study, an embedded based systelrln Hardware implementation
for pH measurement system is designed and constructed.

It works on 'Fhe principle qf an electr_ochemlcal cell [16],( oH ion and Signal PR Embedded] [ pisplay
which consists of a pH ion selective electrode as thegy i [ diioning conversion [~ Processing [ “units
working electrode, through which percentage of hydrogen

concentration is to be estimated. The cell produces an emf
proportional to the concentration of the hydrogen ion [17].
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imbegded Peocesting unn

pH ion sensing unit
Temperature sensing unit
Signal conditioning unit

Analog to digital conversion unit

Embedded processing unit and

Display units
pH ion sensing unit

pH ion selective electrode

A pH sensor is a device, which converts the pH value in to
corresponding voltage when immersed in a solution. The
pH sensor used in the present study is a combination of
electrodes, which combines both the working (glass)

electrode and reference electrode into one body.

——Fill Hole
Reference—
Fig.1: Block diagram of embedded based system for
the measurement of pH 7
The block diagram of embedded based system for  Outer Filling—

the measurement of pH is shown in Fig.1. The system
consists of following functional units.

Internal Filling

Solution ,
Solution

/

\
Ag/AgCl /

4

Sensing Bulb_% Ceramic Junction

Fig.3 : Internal structure of pH electrode

The internal structure of pH electrode is shown in
Fig.3. Most natural waterfalls are in the range of 5-8. It
gives 2 \Volts for pure water sample [3].The bottom of a

pH ion sensing unit is an electrochemical cell consists dtH sensor balloons out into a round thin glass bulb. The
pH ion selective electrode as the working electrode, andRi sensor is best thought of as a tube within a tube. The
reference electrode both are immersed in an aqueolf§1€r most tube contains an unchangeable saturated KCL
solution whose ion concentration is to be estimated [18"d & 0.1 M HCL solution, acting as the cathode terminal
and is shown in Fig.2. The electrochemical circuit [27] i'f the reference electrode [1-2]. The anodic terminal wraps
completed by connecting the electrodes to a sensit